Differential cross sections for pion charge exchange on the proton at 27.5 MeV
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We have measured pion single charge exchange differential cross sections on the proton at 27.5 MeV incident $\pi^{-}$ kinetic energy in the center of momentum angular range between $0^\circ$ and $55^\circ$. The extracted cross sections are compared with predictions of the standard pion-nucleon partial wave analysis and found to be in excellent agreement. [S0556-2813(98)00506-8]
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I. INTRODUCTION

Absolute measurements of the pion-nucleon differential scattering cross sections below 150 MeV are sparse. The experimental database for the pion single charge exchange reaction on the nucleon ($\pi N$ SCX) at these low energies is quite limited. The most recent pion-nucleon partial-wave analyses by Arndt et al. [1,2] reflect that paucity of data. Their parametrizations neglect the expected isospin breaking effects and the interesting physics that could lie beyond the hadronic mass differences and the Coulomb interaction [3]. The data for the SCX reaction on free nucleons are, in addition, essential for our understanding of nuclear medium effects on the $\pi N$ interaction [4], such as multiple scattering processes and valence nucleon densities.

The question of the magnitude of the “sigma term” matrix element is also not yet settled. The $\pi N$ $\sigma$ term explicitly breaks chiral symmetry in the effective QCD Lagrangian. Extrapolation of $D^{++}$, an isospin-even $\pi N$ scattering amplitude, to the nonphysical region leads to a value that is significantly larger than that extracted from the baryon mass spectra. The difference has been attributed to a nonzero $\bar{s}s$ quark content of the nucleon [5]. Inconsistencies between different $\pi N$ scattering experiments have impeded an unambiguous resolution of that discrepancy for a long time [6,7].

The principal experimental difficulties in measuring the $\pi N$ SCX process below 150 MeV arise from the need for an accurate determination of the beam composition, absolute beam flux normalization, and accurate calibration of the $\pi^{0}$ detection efficiency. Two techniques have been used in the past to measure the $\pi^p$ SCX differential cross sections. Early experiments [8,9] used NaI crystal counters to detect a single photon from the final state $\pi^{0}$ decay, deducing the $\pi^{0}$ angular distribution from the energy spectrum of the accepted $\gamma$ rays. These measurements were performed at eight incident $\pi^{-}$ energies between 26.4 and 121.9 MeV and covered the laboratory polar angles between $0^\circ$ and $145^\circ$. The experimental uncertainties ranged from over 150% at low energies and forward angles, to about 6% at energies above 40 MeV and scattering angles larger than $60^\circ$.

Other published data [10] come from a study that used the LAMPF $\pi^{0}$ spectrometer for the coincident detection of two $\pi^{0}$ photons. This measurement was made at seven beam energies between 32.5 and 63.5 MeV and was restricted to laboratory polar angles smaller than $30^\circ$. In a later LAMPF experiment Sadler et al. used an electrostatic separator to obtain a pure pion beam in the energy range 10–40 MeV covering a selection of forward and backward center-of-momentum scattering angles; their preliminary results are reported in Ref. [11].

Details of our experimental technique are given below. In Sec. II we discuss the critical issue of the $\pi^{-}$ beam contamination which is large at low energies, and show how we extracted the electron and muon beam fractions from the measurements. Section III specifies the composition, dimensions, and geometry of the targets and the effective beam energies on targets. The integrated efficiency of the $\pi^{0}$ detector, discussed in Sec. IV, is broken into several factors whose values are determined in both calibration measurements and in a Monte Carlo simulation. The experimental cross sections are presented in Sec. V where they are compared with the partial-wave analysis prediction and previously published data.

II. BEAM COMPOSITION AND FLUX NORMALIZATION

The measurements were performed in the Low-Energy Pion (LEP) channel at the Clinton P. Anderson Meson Physics Facility (LAMPF) [12]. A weakly focusing 30 MeV $\pi^{-}$ beam tune was developed with 12 mr horizontal and vertical divergences, near-circular beam spot with a diameter of 9
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TABLE I. Recommended $^{12}$C($\pi^-,\pi N$) $^{13}$C activation cross sections for 30, 40, and 50 MeV $\pi^-$ beams and cross sections for $^{14}$C production by electrons of the same momenta from unpublished measurements of Leitch et al. [16]. The $e^-$ activation cross section $\sigma_{e^-}$ at 128 MeV/ c was published by Kuhl and Kneissl [17]. The $\mu^+$-induced $^{13}$C production measured with a 60 MeV $\mu^+$ beam gave five hundred smaller cross sections than the associated $\pi^+$ activity [18]. Consequently, the activation cross sections weighted over the $\pi^-$ beam momentum spread in the activation target disk used in our analysis were $\sigma_{\pi^-} (T_{\pi^-} = 28.7$ MeV)$ = 1.50 \pm 0.07 \text{ mb}$, $\sigma_{\pi^-} (T_{\pi^-} = 9.46$ MeV)$ = 64.4 \pm 3.4 \text{ \mu b}$, and $\sigma_{\pi^-} (T_{\mu^+} = 36.2$ MeV)$ = 9.1 \pm 1.7 \text{ \mu b}$, respectively. The fifth column shows the ratio of the unpublished $\pi^-$-induced activation cross sections from the LAMPF experiment E942 to the older values that were used for $\pi^-$ beam flux normalization in the $\pi p$ SCX experiment of Ref. [10].

<table>
<thead>
<tr>
<th>$P_{beam}$ (MeV/ c)</th>
<th>$T_{\pi^-}$ (MeV)</th>
<th>$\sigma_{\pi^-}$ (mb)</th>
<th>$\sigma_{e^-}$ (mb)</th>
<th>$\sigma_{\pi^-}$/Ref. [16] (mb)</th>
<th>$\sigma_{\pi^-}$/Ref. [29] (mb)</th>
</tr>
</thead>
<tbody>
<tr>
<td>17.3</td>
<td>18.7</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>96.3</td>
<td>30.0</td>
<td>3.2 $\pm$ 0.4</td>
<td>1.70 $\pm$ 0.08</td>
<td>1.89</td>
<td>0.0664 $\pm$ 0.0035</td>
</tr>
<tr>
<td>113.0</td>
<td>40.0</td>
<td>6.5 $\pm$ 0.4</td>
<td>3.89 $\pm$ 0.15</td>
<td>1.34</td>
<td>0.0954 $\pm$ 0.0140</td>
</tr>
<tr>
<td>128.3</td>
<td>50.0</td>
<td>10.3 $\pm$ 0.6</td>
<td>6.10 $\pm$ 0.50</td>
<td>1.00</td>
<td>0.124 $\pm$ 0.020</td>
</tr>
</tbody>
</table>

Relative on-target beam intensity was monitored with a gas ion chamber in combination with a precision charge integrator. The chamber was a sealed 30 cm long aluminum cylinder with 125 $\mu$m steel windows, filled with 0.0427 g/cm$^2$ of argon gas.

Absolute cross-calibration of chamber ionization counts against the number of pions in the beam was obtained through activation measurements of the $^{12}$C($\pi^-,\pi N$) $^{13}$C reaction using $\phi 70$ mm$x$3.2 mm disk-shaped plastic scintillator targets (PILOT B scintillator, 91.6% $^{12}$C by weight) [13]. The $^{14}$C activity of these targets, measured after exposures to the $\pi^-$ beam of typically 20 minute duration (one half-life of $^{14}$C) was well above background counting rates. The background rates in the irradiated disks were constrained separately in the analysis of each activation by independently measured $e^+ \gamma$ detection efficiencies of the $^{13}$C counting apparatus. The positron, photon, and the coincident $e^+ \gamma$ signal were on average six, three, and one hundred times the background levels, respectively. Polaroid films irradiated during the beam activations showed ellipsoidal beam spots with major axes $\Delta x \times \Delta y = 5 \times 3$ cm$^2$ fully contained within the activation disk areas. The focused beam pions, muons, and electrons coming from the production target produced overexposed beam spots, while the muons from pions decaying in flight left only a weak 10 cm diameter halo on Polaroid films placed at the target position. The statistical reproducibility of the method outlined above was better than 2.0%.

The absolute calibration of the ion chamber was performed using higher momentum $\pi^+$'s during our study of the $\pi^- p \rightarrow \pi^- p$ process near threshold [14], i.e., the ratio of ionization counts $I_c$ to the electron-equivalent energy $\Delta E_{ec}$ deposited in the chamber gas was determined using ionizing particles in 160–260 MeV $\pi^+$ beams. Energy depositions of different charged particles were calculated using the Bethe-Bloch formula with appropriate corrections [15]. Protons in the $\pi^+$ beams were suppressed by means of a thin degrader in the beam line. The residual proton fraction $f_p = N_p/ N_{\pi^+}$ was deduced by two independent methods: (i) a coincident $pp$ scattering using a liquid H$_2$ target of known thickness in conjunction with the published differential $pp$ cross sections [1], and (ii) $\pi^+ p$ momentum separation scans. In the momentum scan measurements the ionization count rate was determined as a function of the magnetic fields of the channel dipole magnets and quadrupoles downstream of the thin degrader, covering a 10% range around the nominal momentum setting and thus allowing easy mapping of the proton and pion beam momentum profiles. The proton contaminations $f_p$ of the $\pi^+$ beam tunes used for the ion chamber calibration were found to be stable at 0.6 $\pm$ 0.1%. The ratio $I_p/\Delta E_{ec}$ characterizing the ion chamber was established to be $(2.57 \pm 0.11) \times 10^{-5}$ counts/MeV $\cdot$sec. 

The activation measurements were affected by non-pionic contaminations of the beam, i.e., electrons and muons. The apparent number of $\pi^-$'s deduced from the activation measurements using the 96 MeV/ c incident beam, with the electron contamination $f_{e^-} = N_e / N_{\pi^-}$ and the muon contamination $f_{\mu^-} = N_{\mu^-} / N_{\pi^-}$, had to be reduced by the factor

$$1 + f_{e^-} \frac{\sigma_{e^-}}{\sigma_{\pi^-}} + f_{\mu^-} \frac{\sigma_{\mu^-}}{\sigma_{\pi^-}},$$

where $\sigma_{e^-}$, $\sigma_{\mu^-}$, and $\sigma_{\pi^-}$ are the $e^-$, $\mu^-$ and $\pi^-$ $^{13}$C activation cross sections, respectively. The unpublished recommended low energy $e^-$ and $\pi^-$ activation cross sections [16] used in our analysis are listed in Table I for the 30, 40, and 50 MeV incident $\pi^-$ beam. The cross section for the $^{12}$C($\mu^+, \mu^- p$ $^{13}$C reaction with a 60 MeV $\mu^+$ beam is known to be $21 \pm 4 \text{ \mu b}$ [17,18]. Since $\mu^-$ activation cross sections are essentially charge independent we have used this datum in the absence of a $\mu^-$ measurement. The incident particle threshold energy below which the $^{14}$C activation cross section has to be zero is 18.7 MeV. Using all of the above data we obtained interpolated values of $^{13}$C activation cross sections at energies appropriate for our activation measurements. These values, used in our analysis, are also given in Table I.
FIG. 1. The total number of beam $\pi^-$'s deduced from the number of ion chamber counts (full line) and the activation measurement (dotted line) as a function of the beam electron fraction $N_{e^-}/N_{\pi^-}$ for one representative run. The $\mu^-$ contamination affects significantly only the ion chamber counts. Using six independent activations and fixing the $N_{e^-}/N_{\pi^-}$ ratio at 0.75 (see text) we find the $e^-$ fraction of $8.7 \pm 1.5\%$, in good agreement with the LAMPF User’s Handbook [19]. The shaded bands demonstrate the uncertainties of the $\pi^-$, $e^-$, and $\mu^-$ activation cross sections and the accuracy with which the ionization losses were known.

The ion chamber scaler counting rate was proportional to the factor

$$N_{\pi^-}(\Delta E_{\pi^-}+f_{e^-}\Delta E_{e^-}+f_{\mu^-}\Delta E_{\mu^-}),$$

(2.2)

where the $\Delta E_{\pi^-}$, $\Delta E_{e^-}$, and $\Delta E_{\mu^-}$ corresponded to the $\pi^-$, $e^-$, and $\mu^-$ energy losses in the ion chamber gas. The activation measurements and ion chamber scaler counts were used simultaneously to deduce the beam electron fraction $f_{e^-}$. The value of the beam electron fraction, calculated by interpolation from the LAMPF User’s Handbook Table 6A-VII [19] for the 27.5 MeV LEP $\pi^-\text{b}$ beam with the detectors located 2.5 m from the channel exit quadrupole, was $N_{e^-}/N_{\pi^-}=8.7$. Fixing the $\mu^-$ fraction at $N_{\mu^-}/N_{\pi^-}=0.75$, consistent with online observations, gave the measured $f_{e^-}$ of $8.7 \pm 1.5\%$ (the quoted error is the standard deviation deduced from six independent activations). Varying the $\mu^-$ fraction between the outer limits of $f_{\mu^-}=0.5$ and 1.5 changes the overall beam flux normalization only weakly, by $\sim 3\%$. An example of the pion flux analysis for one representative activation data set is shown in Fig. 1.

The LEP channel is characterized by a background neutron flux of about $5 \times 10^{-3} n/\pi^-$. The contribution of this background to $^{11}\text{C}$ activation via the reaction $^{12}\text{C}(n,2n)^{11}\text{C}$ was estimated to be $\leq 0.5\%$ in Ref. [13].

The total correction to the number of “observed $\pi^-$’s,” due to nonpionic contamination, amounted to 9.3%. The overall systematic uncertainty of the $\pi^-$ flux normalization was 7.4% which reflects uncertainties in the $^{11}\text{C}$ activation cross sections, reproducibility, and systematic uncertainties of our activation measurement method, as well as uncertainties of the electron and muon beam fractions.

III. TARGETS

The LAMPF $\pi^0$ spectrometer [20] was used to detect $\pi^0$'s produced in single charge exchange reactions on solid CH$_2$ and $^{12}\text{C}$ targets, as well as on three different, thin-walled liquid hydrogen (LH$_2$) targets. The schematic layout of the experimental area is shown in Fig. 2. The target properties are summarized in Table II. Density nonuniformities of the solid targets were determined to be $\leq 1\%$.

Solid targets were mounted in air without use of an evacuated scattering chamber. They were oriented perpendicular to the beam direction with upstream faces positioned at the $\pi^0$ spectrometer pivot point. This geometry improved the $\pi^0$ energy resolution due to the partial compensation of the $\pi^0$ vertex uncertainty by the beam pion energy loss in the target.

The liquid H$_2$ target cell and the scattering chamber surrounding it were designed relying on insights gained in the analysis of data collected from two different, cylindrical Mylar target cells during initial test runs. The final target cell was a spherical copper flask with uniform wall thickness of $5.0 \pm 1.3 \mu$m. Fully filled with liquid H$_2$, the cell presented $142.4 \pm 4.4 \text{ mb}^{-1}$ of hydrogen to the incident pion beam.

The LH$_2$ scattering chamber was shaped in the form of a drum with an outer diameter of 55.9 cm and a 50.8 cm long horizontal axis aligned perpendicular to the beam direction. The cylindrical wall of the drum was made of 1.3 cm thick aluminum. Windows for beam entry and exit were cut in the walls of the cylinder and covered with a 25 $\mu$m thick Mylar band wrapped completely around the cylinder to preserve
TABLE II. List of targets used in the SCX measurements. For liquid hydrogen (LH$_2$) targets the geometrical diameters of cylindrical and spherical cells are quoted. Neutral pion yields measured with $^{12}$C targets in the $\pi^-$ beam were used to subtract the carbon contribution in CH$_2$ target data.

<table>
<thead>
<tr>
<th>Target (Symbol)</th>
<th>Description</th>
<th>Thickness (mm)</th>
<th>Areal density (g/cm$^2$)</th>
<th>Areal density (mb$^{-1}$)</th>
<th>Volume density (g/cm$^3$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{12}$C ‘‘A’’</td>
<td>Graphite Sheet</td>
<td>3.18±0.02</td>
<td>0.5289±0.0040</td>
<td>26.54±0.17</td>
<td>1.660</td>
</tr>
<tr>
<td>$^{12}$C ‘‘B’’</td>
<td>Graphite Sheet</td>
<td>6.82±0.02</td>
<td>1.0787±0.0045</td>
<td>54.13±0.35</td>
<td>1.582</td>
</tr>
<tr>
<td>$^{12}$C ‘‘C’’</td>
<td>Graphite Sheet</td>
<td>3.40±0.02</td>
<td>0.5374±0.0023</td>
<td>26.97±0.17</td>
<td>1.581</td>
</tr>
<tr>
<td>$^{12}$C ‘‘D’’</td>
<td>Graphite Sheet</td>
<td>4.95±0.02</td>
<td>0.7826±0.0050</td>
<td>39.27±0.25</td>
<td>1.581</td>
</tr>
<tr>
<td>CH$_2$</td>
<td>Polyethylene Plate</td>
<td>7.77±0.01</td>
<td>0.7112±0.0020</td>
<td>91.77±0.26</td>
<td>0.920</td>
</tr>
<tr>
<td>LH$_2$ ‘‘A’’</td>
<td>Vert. Mylar Cyl.</td>
<td>$\phi38.1\pm1.0$</td>
<td>0.247±0.0007</td>
<td>149.2±4.6</td>
<td>0.070</td>
</tr>
<tr>
<td>LH$_2$ ‘‘B’’</td>
<td>Horiz. Mylar Cyl.</td>
<td>$\phi38.1\pm1.0$</td>
<td>0.214±0.0006</td>
<td>129.3±4.0</td>
<td>0.070</td>
</tr>
<tr>
<td>LH$_2$ ‘‘C’’</td>
<td>Copper Sph. Bulb</td>
<td>$\phi38.1\pm1.0$</td>
<td>0.236±0.0006</td>
<td>142.4±4.4</td>
<td>0.070</td>
</tr>
</tbody>
</table>

Vacuum tightness. All detected photon pairs originating from low-energy $\pi^0$ decays in the target region ($T_e\leq100$ MeV) passed through the chamber end plate windows. Each window consisted of a 13 $\mu$m thick Mylar sheet sandwiched between two Kevlar layers of the same thickness. On average, the window matter traversed by each photon was equivalent to 0.013 radiation lengths.

The mounted targets were surveyed with a transit theodolite and their position at the spectrometer pivot point was always confirmed independently to within $\pm1$ mm by $(p,p')p$ scattering measurements. The incident proton beam spot was moved across the target in both the horizontal and vertical directions by varying the beam line bending magnet field values.

The effective thicknesses of the target cells presented to the beam particles and to the outgoing $\pi^0$ photons were calculated in a GEANT Monte Carlo simulation [21], Table II. These derived thicknesses were corrected subsequently for the fraction of the $\pi^0\rightarrow\gamma\gamma$ photons converting in the target material, scattering chamber, and spectrometer preconverters. $f_a$, the probability for absorption of either $\pi^0$ decay photon in material preceding the spectrometer converters, was calculated in the Monte Carlo simulation and depended on the selected experimental geometry and the target type; its values ranged from 12 to 36%. $\Delta f_a$, the combined statistical and systematic uncertainty of the $f_a$ values, was less than 1%.

The average incident $\pi^-$ kinetic energies, integrated along the thickness of the CH$_2$ or liquid H$_2$ target and weighted with the $\pi^-$ beam profiles and beam energy straggling, were 27.5±0.2 and 26.4±0.2 MeV, respectively. The absolute value of the beam central momentum in the LEP channel is known with a 0.5% accuracy. That uncertainty limit was set by measuring the energies of spallation particles created at the pion production target [22]. Beam momentum reproducibility was better than 10$^{-4}$ owing to the uncertainties in NMR measurements of magnetic fields in the beam line bending magnets.

The upstream vacuum window of the scattering chamber was placed 16.5 cm upstream of the target. Consequently, the LH$_2$ target location was 11.5 cm upstream of the scattering chamber center. This design reduced the background rates from SCX events in air by 40%. Extensive shielding of an upstream section of the LEP beam line suppressed accidental background rates in the $\pi^0$d detector to $\leq2\%$ of the $\pi^0$ signal (Fig. 3).

IV. $\pi^0$ DETECTION: ACCEPTANCE AND EFFICIENCY

The data were taken with the $\pi^0$ spectrometer in the ‘‘two-post’’ configuration [23], with two arms (labeled J and K, respectively) positioned symmetrically left and right with respect to the incident $\pi^-$ beam (Fig. 2). Two different scattering polar angles were selected for data taking, 0° and 20°, with a 118° opening angle between the two spectrometer arms and the 55 cm nominal detector-to-target distance. This configuration is optimized for maximum geometrical acceptance of two coincident photons following the decay of a 25 MeV $\pi^0$. The spectrometer’s multiwire proportional chambers’ (MWPC’s) fiducial cuts imposed in the analysis required a reconstructed photon conversion vertex in the spectrometer lead glass detectors to lie within a pyramidal volume whose apex coincides with the target center and whose base is a rectangle located two radiation lengths deep.
in the spectrometer calorimeter blocks extending to the calorimeter edges. The detector acceptance for monoenergetic \( \pi^0 \) s with the nominal incident kinetic energy of 30 MeV was calculated with the Monte Carlo program PIAANG [23] and the results are listed in Table IV. Essentially the same effective solid angle values were obtained in a GEANT model of the detector response. Comparing the PIAANG and GEANT calculations leads to an estimated 3% systematic uncertainty of the \( \pi^0 \) angular acceptance. The uncertainty is dominated by electromagnetic losses near the margins of the fiducial areas. The energy line shapes of the detected \( \pi^0 \) s from CH\(_2\) and liquid H\(_2\) targets are compared to the simulated \( \pi^0 \) energy spectra in the two panels of Fig. 4.

The \( \pi^0 \) spectrometer detection efficiency is an important factor in determining the overall uncertainty of the cross sections because of the complexity of the instrument. In the past, the spectrometer instrumental efficiency was calibrated to about 1% accuracy at the \( \pi^0 \) beam momentum of 522 MeV/c [24], but it is significantly less well understood at the low momenta used in the present work.

We used penetrating cosmic muons to measure directly the intrinsic instrumental efficiencies of the lead glass detectors, plastic scintillator elements, and the multiwire proportional chambers. J and K arm calibrations were performed independently, collecting \( \approx 10^5 \) cosmic muon events in each arm, resulting in approximately a 0.3% statistical uncertainty in the deduced detector efficiencies.

The spectrometer \( \pi^0 \) detection efficiency \( \epsilon_{\pi^0} \) can be decomposed into a product of individual efficiencies [25]:

\[
\epsilon_{\pi^0} = \epsilon_{\pi^0}^{JK} \epsilon_m \epsilon_s \epsilon_t \epsilon_h, \tag{4.1}
\]

where \( \epsilon_{\pi^0}^{JK} \) is the simultaneous conversion probability for both \( \pi^0 \rightarrow \gamma \gamma \) decay photons in the J and K arms, \( \epsilon_m \) is the weighted combined wire chamber efficiency, \( \epsilon_s \) is the converter “transparency” for the charged showers (defined below), \( \epsilon_t \) is the weighted scintillator efficiency for minimum ionizing particles (MIP’s), \( \epsilon_h \) represents the tracking algorithm efficiency for the accepted photon showers, and \( \epsilon_h \) is a small correction due to the shower back splash. Some of these efficiencies depend weakly on the \( \pi^0 \) kinetic energy and direction, the \( \gamma \)-\( \gamma \) energy asymmetry and the photon conversion point positions. These dependencies were studied and have been taken into account in the GEANT simulations of the spectrometer response described in the following text.

The two-photon conversion probability \( \epsilon_{\gamma \gamma}^{JK} \) is a function of the single converter plane conversion probability \( \epsilon_\gamma \):

\[
\epsilon_{\gamma \gamma}^{JK} = [1 - (1 - \epsilon_\gamma)^3]^2. \tag{4.2}
\]

The quantity \( \epsilon_\gamma \) was extracted directly from our data in an offline analysis of all recorded \( \pi p \) SCX events. The \( \pi^0 \) events at the \( \pi^- \) incident energy of 27.5 MeV involved detection of coincident photon pairs with each \( \gamma \) having the energy of \( E_\gamma \approx 82 \) MeV. The distribution of triggered conversion plane pairs was tabulated in a \( 3 \times 3 \) matrix. Each entry in the matrix corresponded to the number of good photon conversions in a given (J,K) pair of arm converter planes. The efficiency \( \epsilon_\gamma \) was then calculated in a simultaneous fit to all nine matrix elements.

The value \( \epsilon_\gamma \) has also been previously determined semiempirically by the equation [20]
with parameters based on photon interaction probabilities [26] and the known converter specifications. The above relation, Eq. (4.3), places \( \eta \), just 2.5 standard deviations below our measured value of 0.292 ± 0.006.

The analyzed event fraction \( \eta \), defined as the ratio of the number of \( \pi^0 \) hardware triggers to the number of “analyzable” events with good wire chamber information, was understood entirely in terms of the instrumental MWPC efficiencies. Over the period of the experiment, for each individual run, \( \eta \) was equal (within the associated statistical uncertainty) to the appropriately weighted product of six intrinsic wire chamber efficiencies. The average efficiency \( \epsilon_{\pi^0} \) of a single MWPC chamber varied between 94.4 and 95.6 %

\[ \epsilon_{\gamma} = 0.86 \{ 0.327 + 0.1 \log_{10} \{ 0.01 E_{\gamma} \} \} \]  

over one month of data collection. The average veto counter and scintillator counter efficiencies, \( \epsilon_{V}^{1/2} \) and \( \epsilon_{S}^{1/2} \), appropriately weighted with photon conversion probabilities in three conversion planes, were calculated to be 96.9 and 96.1 %, respectively.

The efficiency of the electromagnetic shower tracking algorithm was extracted independently from the 27.5 MeV SCX runs with LH$_2$ and CH$_2$ targets, after subtraction of the appropriate target-empty and $^{12}$C target backgrounds from the data. The ratio of the number of events which survived all analyzer cuts to the number of events that satisfied less restrictive conditions for good MWPC hits inside predefined fiducial areas, was defined as the tracking efficiency \( \epsilon_t \). The measured tracking efficiency was stable for all collected data sets and averaged 0.76 ± 0.02, as demonstrated in Fig. 5.
TABLE III. Factors contributing to the total $\pi^0$ detection efficiency given by the integral value $\int \varepsilon_{\gamma} d\Omega \frac{d\alpha}{dE_{\gamma}} = 0.175 \pm 0.008$. The measurement [23] is scaled down for the new thinner converters but corresponds to 100 MeV photons as compared to lower-energy gammas from our Monte Carlo simulation (~82 MeV $\gamma$’s from 27.5 MeV $\pi^0$’s decays). The uncertainties listed in the fifth column are the combinations of statistical and estimated systematic (when applicable) standard deviations.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
<th>Method</th>
<th>Efficiency (%)</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\varepsilon_\gamma$</td>
<td>single converter detection efficiency</td>
<td>SCX $\pi^0$ detection [25]</td>
<td>29.2</td>
<td>2.0</td>
</tr>
<tr>
<td>$\varepsilon_m$</td>
<td>instrumental MWPC efficiency</td>
<td>cosmic muon trigger [25]</td>
<td>78.8</td>
<td>0.2</td>
</tr>
<tr>
<td>$\varepsilon_\epsilon$</td>
<td>converter transparency for minimum ionizing particles</td>
<td>GEANT simulation [25]</td>
<td>88.9</td>
<td>0.4</td>
</tr>
<tr>
<td>$\varepsilon_s$</td>
<td>weighted scintillator efficiency</td>
<td>cosmic muon trigger [25]</td>
<td>92.5</td>
<td>0.5</td>
</tr>
<tr>
<td>$\varepsilon_p$</td>
<td>maximum number of charged particle prongs</td>
<td>cosmic ray trigger+SCX [25]</td>
<td>92.4</td>
<td>1.0</td>
</tr>
<tr>
<td>$\varepsilon_d$</td>
<td>TRACER shower window cuts</td>
<td>GEANT simulation [25]</td>
<td>73.0</td>
<td>3.0</td>
</tr>
<tr>
<td>$\varepsilon_v$</td>
<td>weighted veto efficiency</td>
<td>SCX $\pi^0$ detection [25]</td>
<td>76.0</td>
<td>2.0</td>
</tr>
<tr>
<td>$\varepsilon_b$</td>
<td>backsplash self-vetoing</td>
<td>cosmic muon trigger [25]</td>
<td>93.9</td>
<td>0.5</td>
</tr>
</tbody>
</table>

All relevant instrumental and software aspects of $\pi^0$ detection in the spectrometer were studied in a complementary way and in greater detail in a GEANT simulation [21] in order to provide a cross check for the measured efficiencies. In this simulation the required material properties of Schott LF5 lead glass (of which the converters and total absorption blocks are made), were taken from the original manufacturer’s specification [27]. The Monte Carlo calculation yielded a 29.2±2.0% single-plane conversion efficiency. An event was counted as a ‘‘good’’ $\pi^0 \gamma$ conversion if a photon, interacting in the converter material by the photoelectric effect, Compton scattering, or pair production, generated secondary particles that deposited more than 50 MeV in the lead glass calorimeter. The same energy threshold for a single spectrometer arm was used in the data analysis. The agreement between measured and simulated probabilities quoted above confirms that we had specified the appropriate converter composition and analysis cuts.

Simulated showers that converted into neutral events inside the converter or events that failed to provide the necessary tracking pulses in scintillators and wire chamber planes had to be taken into account separately. The probability that a photon from $\pi^0$ decay generates a shower with at least one detectable charged particle in the volume occupied by the MWPC planes defined the converter transparency $\varepsilon_\epsilon^{1/2}$. In high-statistics simulations, opacity, i.e., the inefficiency of shower tagging ($1-\varepsilon_\epsilon^{1/2}$), converged to a value of 5.6 ±0.2%. This probability should be compared with the previous converter opacity measurement of 7.2±0.5% for 15% thicker converters [28].

Particularly important for the determination of tracking efficiency were tests imposed in the analyzer TRACER routine which reconstructed the trajectories of the charged shower particles through a spectrometer arm. The TRACER tracking reconstruction was simulated in the GEANT GUSTEP subroutine where shower particles were tracked through all elements of the experimental apparatus. Efficiency parameters, relating the response of the wire chambers to the minimum ionizing particles, were inferred from the high-statistics cosmic muon measurements. The following cuts were implemented.

(i) The photon shower coordinates were reconstructed independently from (a) the MWPC wires that were hit, and (b) from the shower energy distribution inside the calorimeter lead glass blocks. Both sets of coordinates were projected back to the scintillator plane immediately following the conversion plane where the shower originated. The two projected points were required to fall inside an acceptance window of $\Delta x \times \Delta y = 10 \times 20$ cm.

(ii) After photon conversion the electromagnetic shower is tracked through at least two wire chamber planes. On the basis of the resulting MWPC wire hits a shower track direction was reconstructed. This direction was compared with the line connecting the target center and the conversion point (defined above). The relative angle between the two lines was required to be $\leq 18^\circ$.

(iii) If in the tracking of a shower any individual MWPC plane reported more than four wires hit, the event was discarded.

These cuts were identical to the ones imposed in the data analysis. The tracking efficiency $\varepsilon_d$ deduced from the percentage of simulated $\pi^0 \rightarrow \gamma \gamma$ photon conversions surviving all analyzer cuts was 0.73±0.03, where most of the uncertainty is due to approximations involved in the Monte Carlo description of the MWPC geometry and response. The Monte Carlo value is in good agreement with the experimental value $\varepsilon_d$=0.76±0.02 listed above. The latter value was used in the calculation of the differential cross sections (see also Figs. 5 and 6).

In summary, the detection efficiency of the $\pi^0$ spectrometer was calibrated for the photon energy range 50–100 MeV with a 4.6% uncertainty. The ingredients entering the detection efficiency calculation are summarized in Table III. The integrated value of $\varepsilon_{\gamma 0}$ for our spectrometer settings and choice of adjustable analyzer cuts was 0.175±0.008. The general approach outlined in this section, however, can be
followed to calculate or measure the spectrometer detection efficiency for any chosen set of applied tests as well as for different $\pi^0$ energies.

V. RESULTS AND DISCUSSION

Collecting the results presented in Secs. II–IV, single charge exchange differential cross sections were evaluated for six $8^\circ$ wide polar angle bins. The acceptable angular bin sizes were restricted by the $5.5^\circ$ rms directional resolution of the spectrometer and by the event statistics. The variation of the cross section over the range of pion energies present in the target (due to the combination of nonzero $\pi^-$ beam momentum spread and $\pi^+$ energy loss in the target) was taken into account by assuming the cross section energy dependence of the VPI SM95 partial-wave solution [1]. This cross section scaling correction $f_\sigma$ was bracketed within the ($-0.5%, +1.0%$) range and all extracted cross sections were referred to the central beam on-target energy of 27.5 MeV.

The differential cross sections were calculated using the expression

$$
\frac{d\sigma}{d\Omega} (\theta_{c.m.}) = \frac{Y J f_\sigma}{N_{\pi^-} - f_\alpha \Gamma \eta_{\pi^0} \eta_{\gamma \gamma} \eta_{v}}
$$

(5.1)

where $Y$ is the number of detected $\pi^0$'s in a given angular bin after background subtraction, $J$ is the Jacobian of transformation from the laboratory (lab) to the center-of-momentum (c.m.) frame, $f_\sigma$ is the factor defined just above, $N_{\pi^-}$ is the number of beam $\pi^-$'s incident on a target, $t$ is the effective target thickness, $\Delta Q_{c.m.}$ is the laboratory solid angle of an angular bin, $e_{\pi^0}$ is the integrated $\pi^0$ detection efficiency for a given bin, $(1-f_\alpha)$ is the fraction of photons not absorbed before conversion, $\Gamma_{\pi^0 \gamma \gamma}$ is the $\pi^0 \rightarrow \gamma \gamma$ decay branching ratio, $Q_{v}$ is the computer live time fraction, and $\eta_{\gamma \gamma}$ is the spectrometer veto live time fraction.

The experimental angular distribution is plotted in Fig. 7 and results are summarized in Table IV, together with the comparison with the results of the latest pion-nucleon phase-shift analysis by the VPI group SM95 [1]. Using the analysis presented here, our experimental yields lead to differential cross sections that are $1.01 \pm 0.06$ times the VPI SM95 partial-wave solution in the angular range covered, $\theta = 0^\circ - 55^\circ$. The overall normalization uncertainty of the experiment $8.7\%$ is due to the $7.4\%$ uncertainty in the pion flux (Sec. II) and the $4.6\%$ uncertainty of $e_{\pi^0}$, the $\pi^0$ spectrometer detection efficiency (Sec. IV). Combining the statistical and systematic uncertainties of the data points we find all our measurements fall within one standard deviation of the partial-wave predictions. While the $\pi N$ amplitude analysis has been plagued by inconsistencies in the experimental data base below about 150 MeV since the 1980’s, our results confirm the validity of the “standard” pion-nucleon phase-shift analysis in the important low-energy region. Incorporation of our data points, which have smaller combined statistical and systematic uncertainties than the previous forward-angle measurements, into the low-energy SCX database will have a constraining influence on future partial-wave analyses.

We note that the similar low-energy measurement of Fitzgerald et al. [10], performed with the same instrument, should be corrected with the new and more precise $^1\text{C}$ activation cross sections [16]. Thus a “minimal” correction to the differential cross sections of Fitzgerald et al. at 32.5

<table>
<thead>
<tr>
<th>Yield</th>
<th>$\Delta Q_{c.m.}$</th>
<th>$d\sigma/d\Omega (\theta_{c.m.})$</th>
<th>$d\sigma/d\Omega (^{117}\text{B})^{\text{em}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\cos \theta_{c.m.}$</td>
<td>$Y$ (msr)</td>
<td>$d\sigma/d\Omega (\theta_{c.m.})$ (\mu b/str)</td>
<td>$d\sigma/d\Omega (^{117}\text{B})^{\text{em}}$ (\mu b/str)</td>
</tr>
<tr>
<td>0.99864</td>
<td>37.3 ± 8.4</td>
<td>2.338 ± 0.011</td>
<td>59 ± 13</td>
</tr>
<tr>
<td>0.96998</td>
<td>129.2 ± 14.5</td>
<td>6.994 ± 0.020</td>
<td>68 ± 7</td>
</tr>
<tr>
<td>0.91769</td>
<td>254.2 ± 19.6</td>
<td>10.967 ± 0.024</td>
<td>86 ± 7</td>
</tr>
<tr>
<td>0.84173</td>
<td>311.7 ± 21.5</td>
<td>12.163 ± 0.026</td>
<td>95 ± 7</td>
</tr>
<tr>
<td>0.74494</td>
<td>304.5 ± 20.5</td>
<td>9.644 ± 0.023</td>
<td>120 ± 7</td>
</tr>
<tr>
<td>0.63070</td>
<td>211.5 ± 15.4</td>
<td>5.772 ± 0.017</td>
<td>136 ± 9</td>
</tr>
</tbody>
</table>
MeV would imply a renormalization factor of 1.48 (Table I, fifth column). This procedure would make the existing disagreement (about one standard deviation) with the VPI SM95 $\pi p$ SCX partial wave solution even worse. However, as insufficient details are given in Ref. [10] regarding the extraction of the pion fraction in the beam, the appropriate correction procedure may be more involved. Finally, in view of our comprehensive analysis of the $\pi^0$ detection efficiency, we suggest that the corresponding part of the analysis of Fitzgerald et al. should be refined.
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