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Abstract—This paper first defines a novel spatial-temporal coverage metric, $k$-depth coverage, for mobile crowdsensing (MCS) problems. This metric considers both the fraction of subareas covered by sensor readings and the number of sensor readings collected in each covered subarea. Then iCrowd, a generic MCS task allocation framework operating with the energy-efficient Piggyback Crowdsensing task model, is proposed to optimize the MCS task allocation with different incentives and $k$-depth coverage objectives/constraints. iCrowd first predicts the call and mobility of mobile users based on their historical records, then it selects a set of users in each sensing cycle for sensing task participation, so that the resulting solution achieves two dual optimal MCS data collection goals — i.e., Goal. 1 near-maximal $k$-depth coverage without exceeding a given incentive budget or Goal. 2 near-minimal incentive payment while meeting a predefined $k$-depth coverage goal. We evaluated iCrowd extensively using a large-scale real-world dataset for these two data collection goals. The results show that: for Goal.1, iCrowd significantly outperformed three baseline approaches by achieving 3% – 60% higher $k$-depth coverage; for Goal.2, iCrowd required 10.0% - 73.5% less incentives compared to three baselines under the same $k$-depth coverage constraint.
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1 INTRODUCTION

With the rapid proliferation of sensor-equipped smartphones, Mobile Crowdsensing (MCS) [3] has become an efficient way to sense and collect environment data of urban area in real-time (e.g., air quality, temperature or noise level). Instead of deploying static and expensive sensor network in urban area, MCS leverages the sensors embedded in mobile phones and the mobility of mobile users to sense their surroundings, and utilizes the existing communication infrastructure (e.g., 3G, WiFi etc.) to collect data from mobile phones scattered in the urban area. By collecting sensor readings from mobile users, a “big picture” of the environment in the target area can be obtained using MCS without significant cost.

In this paper we present iCrowd—a near-optimal task allocation framework for mobile crowdsensing, which can improve the efficiency of environment data collection with less cost. Here we first discuss the motivations and background of our MCS research, then we formulate a new MCS research problem with a unified set of research assumptions and objectives. We elaborate the technical challenges of the proposed research and finally we summarize our technical contributions.

1.1 Motivations and Background

In MCS, there are two main players: MCS organizer who is the person or organization coordinating the sensing task, and MCS participants who are the mobile users involved in the sensing task. An MCS task usually requires the organizer to recruit participants, to allocate sensing tasks to selected participants, and to collect sensor readings from these participants’ mobile devices that well represent the characteristics of the target sensing region [4], often with budget constraints on participant incentives.

Specifically, the MCS organizer needs to specify the target sensing area, which often consists of a set of subareas, and further specify the sensing duration (e.g. 10 days), which is usually divided into equal-length sensing cycles (e.g. each cycle lasts for an hour). Once the settings of subareas and sensing cycles are determined, the MCS application usually needs to collect a number of sensor readings from each subarea of the target region in each sensing cycle. Taking a one-week urban air quality monitoring MCS task as an example, the MCS organizer first divides the whole area into 1km$^2$ grid cells, then splits the one-week MCS study time into a sequence of one-hour sensing cycles [5], and further requests at least one MCS participant in each grid to upload the air quality sensor reading in each sensing cycle. In this case, however, the cost of the whole MCS task, including the energy consumption caused by the MCS application on each participant’s mobile device and the overall incentives...
cost to recruit participants, could be quite high. In order to lower the cost of MCS, the mechanism to reduce the energy consumption and control the overall incentive cost, while ensuring the spatial-temporal coverage of collected environment sensor readings, is thus needed. Next we introduce the background of our research from following three aspects:

**Energy-efficient Piggyback Crowdsensing (PCS).** So far, various solutions have been proposed to reduce energy consumption of individual mobile device, ranging from adapting sensing frequency to inferring part of the data rather than sensing and uploading all data [6], [7]. One of the effective solutions is Piggyback Crowdsensing (PCS), which reduces energy consumption by leveraging smartphone opportunities to perform sensing tasks and return sensor readings [8], [9]. For example, uploading sensing data in parallel with a 3G call can reduce about 75% of energy consumption in data transfer compared to the 3G-based solution [9].

**Spatial-temporal Coverage of MCS Tasks.** The typical approach for measuring the spatial-temporal coverage is to use the fraction of subareas being covered by at least one sensor reading in each sensing cycle. An MCS application may need to collect sensor readings to achieve either full spatial-temporal coverage [10], [11] or partial spatial-temporal coverage [12], [13], [14], [15]. Usually, the use of full spatial-temporal coverage is to ensure the collected sensor readings representing each subarea in each sensing cycle, while the use of partial coverage aims to collect data that could represent a certain fraction (e.g., 80%) of subareas in each cycle.

**Incentives, Budget and Task Allocation.** In order to recruit participants for MCS, each selected participant is typically offered a certain amount of money as incentives and thus the MCS organizer needs to prepare a budget equal to the total incentives paid to all participants in each MCS task. Once the spatial-temporal coverage and total budget are determined, the MCS organizer needs to select participants with the goal of either

- **minimizing the total budget while ensuring the spatial-temporal coverage,** or
- **maximizing the spatial-temporal coverage with a fixed budget.**

In order to achieve either of above goals, given users who are willing to participate the MCS task, an MCS organizer needs to allocate sensing tasks to users, where the organizer first selects participants for MCS [1], and then decides in which sensing cycles each participant should perform the MCS task [14]. Only the participants selected for MCS will be paid with incentives.

With all aforementioned coverage, energy, and incentives issues, we are motivated to study the problem of optimizing MCS tasks, subject to various spatial-temporal coverage and incentive cost objectives/constraints.

### 1.2 Assumptions and Objectives

We propose to study a novel MCS task allocation problem for Piggyback Crowdsensing (PCS) applications, where we first assume that each MCS participant senses and uploads sensor readings leveraging smartphone opportunities (e.g., placing a 3G call) to reduce the MCS energy consumption. We then make following assumptions regarding the spatial-temporal coverage and incentive:

**k-depth Coverage of MCS Tasks.** While the existing spatial-temporal coverage metrics usually assume that the environment data (e.g., air quality) of a subarea in a sensing cycle could be represented by a single sensor reading, it is reasonable to believe that the each subarea could be better characterized if we could deduce the environment characteristics using multiple sensor readings collected from the same subarea. However, if we increase the number of sensor readings in a subarea above a certain threshold, the accuracy of the deduced value may not increase anymore [16]. Thus we propose a novel spatial-temporal coverage metrics—i.e., \(k\)-depth coverage, which could be used as either an objective or a constraint of MCS data collection:

- **K-depth Coverage Objective** - When using \(k\)-depth coverage as an objective of MCS data collection, the MCS application uses the depth \(k\) as the maximum number of sensor readings desired in each subarea and aims to achieve as higher overall \(k\)-depth coverage as possible. Specifically given the depth \(k\), \(N\) subareas, and sensor readings obtained in each subarea \(s_1, s_2, \ldots, s_N\), we calculate the \(k\)-depth coverage on the \(i\)th subarea as \(\min\{s_i, k\}\) and the overall \(k\)-depth coverage as \(\sum_{1 \leq i \leq N} \min\{s_i, k\}\).

For example, if \(k\) is set to 3 (i.e., 3 sensor readings are desired in each subarea during each sensing cycle), the MCS task is said to have the overall \(k\)-depth coverage of \(0 + 1 + 2 + 3 + 3 = 9\) in a region with 5 subareas when it receives 0, 1, 2, 3, 4 sensor readings, respectively.

- **K-depth Coverage Constraint** - When using \(k\)-depth coverage as an MCS data collection constraint, the MCS application assumes the depth \(k\) as the minimum number of sensor readings required in each subarea, and a subarea is said to be covered if at least \(k\) sensor readings are collected. However, it might be unnecessary to cover all subareas with \(k\) sensor readings, while covering most (e.g., 80%) subareas (and each with at least \(k\) sensor readings) might be sufficient to characterize the target region. Therefore, we write a \(k\)-depth coverage constraint as \((k, r)\), where \(r\) refers to the ratio or fraction of subareas each of which is required to receive at least \(k\) sensor readings in each cycle. For example, an MCS application can satisfy \(k\)-depth coverage constraint \((k = 3, r = 80\%)\), if there exists at least 80% subareas covered by at least 3 sensor readings in each sensing cycle.

Note that the selection of \(k\) for an MCS application depends on many factors including the type of sensor readings, the size/shape of the target region, and the local policies of environmental monitoring. Please refer...
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Fig. 1: PCS Task Allocation and Execution to [17] for the specific $k$ selection.

**Base/Bonus Incentive Models.** Instead of providing each participant an equal amount of incentives, it is reasonable to give more incentives to active participants if they are requested to collect sensor readings in more sensing cycles. Thus we adopt a flexible incentive model that consists of the following two components:

- **Base incentive** - a fixed incentive paid to each selected participant (e.g., $50),
- **Bonus incentive** - a varying incentive proportional to the number of sensing cycles assigned (e.g., $1 bonus for participating in one sensing cycle).

For example, for the participant shown in Fig. 1 who is involved in three sensing cycles in a PCS task, she would be given $50+1\times3 = $53.

In the context of a PCS task for a target sensing region and the given sensing duration, leveraging $k$-depth coverage as metrics and using the Base/Bonus Incentive model, we focus on studying following research problems:

**Research Objectives** - Given a set of mobile users (e.g., 5000 smartphone users), selecting a subset of mobile users as participants, then deciding in which sensing cycle each participant should perform the MCS task, in order to:

- **Goal. 1** - maximize the $k$-depth coverage objective of the PCS system with a fixed amount of incentives, or
- **Goal. 2** - minimize the total amount of incentive payment while ensuring a predefined $k$-depth coverage constraint.

As shown in Fig. 1, an MCS participant can sense and upload a sensor reading in a specific sensing cycle if and only if he/she is allocated sensing task in the cycle and encounters a smartphone app opportunity (e.g., places a call) in the cycle. Further, when bonus incentive is set to 0, the task allocation problem becomes a typical user selection problem for either optimization goal 1, where all sensing cycles of each selected participant should be assigned with sensing tasks to achieve the best task allocation solution.

1.3 Research Examples and Contributions

In order to demonstrate the research challenges of our proposed studies, we use an motivating example as follows: *With the help of a telecom operator, a five-day crowdsensing project is launched to monitor the air pollution of a city, updating the air pollution index every hour during daytime with a total budget of 10000 euros. For the purpose of air quality sensing, the urban area is split into a number of subareas using the cell towers of the telecom operator, where the size of each subarea is less than 1km²; Each working day is divided into 10 sensing cycles (08:00–18:00) and each sensing cycle lasts for one hour. In order to characterize the air quality in each subarea, there needs to be at least 3 sensor readings from each subarea; while collecting more than 5 sensor readings from each subarea may be redundant. In this way, using the $k$-depth coverage objective and constraint, two goals for MCS data collection are proposed:*

- **Data Collection Plan.1 (Goal. 1)** - Maximize $k$-depth coverage objectives with $k = 5$ while ensuring the overall incentive payment not exceeding the budget $10,000; or
- **Data Collection Plan.2 (Goal. 2)** - Minimize Overall Incentive Payment while ensuring at least 80% subareas being covered by at least 3 sensor readings i.e., $k$-depth coverage constraint with $k = 3$, $r = 80%$.

Note that in our work, we mainly focus on the MCS applications for the urban-scale environment monitoring (e.g., air pollution monitoring, noise sensing, or traffic sensing). In this way, we use cell towers as subareas in the rest of this paper. Such setting might not be appropriate for indoor environment monitoring [18] and other MCS applications. Please see also in our appendix for discussions.

Through the telecom operator, the crowdsensing project successfully makes an agreement with 10000 smartphone users, who are willing to participate in a five-day air quality sensing trial (i.e., 50 cycles in total) and to install a PCS application [8] on their smartphones. According to the agreement, (a) a five-day’s call and mobility record of the 10000 candidates (including the time stamp and cell tower ID for each call) before the trial are made available to the crowdsensing project by the telecom operator; (b) Regarding the base/bonus model, one of following incentive offers might be provided to all participants:

- **Fixed Incentive Plan** - Each participant is paid equally with a base incentive of $80 (i.e., bonus is set to 0), or
- **Varying Incentive Plan** - Each participant is paid with a base incentive of $50 and a bonus incentive of $1 for each assigned sensing cycle (i.e., the incentive of each MCS participant is between $51 to $100);

(c) the PCS application will sense and upload air quality data when the selected participant places a 3G call at a new subarea in each assigned sensing cycle. Note that in this paper we assume that each participant returns a sensor reading if he/she places a call in the sensing cycle in which a PCS task is assigned. Besides the call opportunities, piggyback crowdsensing applications can also leverage other smartphone opportunities [8], such as mobile web browsing, to collect and upload sensor readings with low energy cost. Interested readers may

1. In this paper, we use the term “optimization goal” and “optimal MCS data collection goal” interchangeably.
find more discussions on this issue in the Appendix.

Thus with two types of offers and two MCS data collection plans in mind, the PCS tasks might be allocated to participants subject to four possible $k$-depth coverage and incentive objectives/constraints, which are addressed in Table 1. To optimally allocate tasks subject to any of the four settings, we tackle the following three research challenges: 1) predicting each participant's future call/mobility using the historical call/mobility traces; 2) searching a set of participants for each sensing cycle subject to the overall $k$-depth coverage/incentive objective/constraint, using the predicted results; and 3) lowering the complexity of participant search while achieving the near-optimal solution, considering the NP-hardness of task allocation problems [1], [2] in nature.

With the above-mentioned research objectives and examples, the main contributions of this paper are:

1. We formulated the problem of optimal task allocation in piggyback crowdsensing (PCS) subject to various spatial-temporal coverage and incentive objectives/constraints, with a novel spatial-temporal coverage metric and a flexible incentive model. To the best of our knowledge, this is the first unified framework addressing the task allocation issue in the context of PCS, two dual research objectives are targeted in a unified manner, leveraging the predicted call/mobility patterns and call opportunities of the participants to sense and upload data in the MCS task.

2. In order to achieve both MCS data collection goals, we proposed a two-phase task allocation framework named iCrowd. It takes a novel approach to search user-cycle combination set, which can achieve either 1) near-maximal $k$-depth coverage objective under the budget constraint, or 2) near-minimal overall incentive payment under the $k$-depth coverage constraint. Theoretical analysis shows that the proposed search algorithm can achieve the near-optimality with low computational complexity.

3. We evaluated our proposed algorithms with the real world dataset D4D [19], which contains 4-month call records of 50,000 users from Cote d’Ivoire. We show that the proposed framework performed better than three baseline approaches, using the call records of two separate regions in Abidjan. Specifically, iCrowd achieved 3.0%–60% higher $k$-depth coverage on average than the baseline approaches, under the same budget constraint, for Goal 1 and it also consumed 10.0% - 73.5% less overall incentive compared to three baselines under the same $k$-depth coverage constraint for Goal 2.

### 2 Related Work

In order to optimize the overall coverage quality across all sensing cycles with a given incentive budget, two types of task allocations have been studied in the previous work.

**Selecting participants for the whole MCS task** - Studies in this line of research usually assume each participant is paid with a fixed amount of incentives; then a group of participants are selected to perform the MCS task in all sensing cycles. Reddy et al. first study the research issue of participant selection in participatory sensing, and then propose a coverage-based participant search framework to select a predefined number of participants to maximize the spatial coverage [20], [21]. Singla et al. propose a novel adaptive participant selection mechanism for maximizing spatial coverage under total incentive constraint in community sensing with respect to privacy [22]. Cardone et al. develop a Mobile Crowdsensing platform, where a simple participant selection mechanism is proposed to maximize the spatial coverage of crowdsensing with a predefined number of participants [23].

**Selecting participants for each sensing cycle** - Studies in this line of research usually assume each participant is paid with a varied amount of incentives with respect to the number of sensing cycles when the participant performed the MCS task; then for each sensing cycle a subset of participants are selected for the MCS task. In [24], the authors introduce the notion of virtual sensors which intend to collaboratively infer sensing values of each subarea that is not covered by any participant in each sensing cycle, and they propose spatial and temporal coverage quality metrics and leverage the virtual sensor approach in order to reduce the number of participants required in each sensing cycle, while still meeting the coverage quality constraint. Most recently, Hachem et al. [15] proposes a cycle assignment framework for participatory sensing, where the framework predicts mobile users’ future locations in next time slot (or sensing cycle) based on their current location and recent trajectory. From the prediction they select a minimal number of mobile users expecting to cover a certain percentage of the target area in the next time slot.

The most relevant work to this paper include [1], [2], [14]. Assuming each participant is given a fixed amount of incentives to complete the whole MCS task, our previous work [1] selects a near-minimal number of participants while ensuring a predefined percentage of

<table>
<thead>
<tr>
<th>Incentive Plans</th>
<th>Data Collection Plans</th>
<th>Plan 1 with Settings: $k = 5$ and $budget = 10,000$</th>
<th>Plan 2 with Settings: $k = 4$ and $r = 80%$</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Varying</strong></td>
<td>Selecting 10, 000/80 = 125 MCS participants from 10,000 mobile users, while maximizing the $k$-depth coverage objective.</td>
<td>Selecting a minimum number of MCS participants from 10,000 mobile users while meeting the $k$-depth coverage constraint.</td>
<td>Selecting 1 to 10, 000 MCS participants, for each participant selecting 1 to 50 sensing cycles for task allocation, in order to maximize the $k$-depth coverage objective under budget constraint.</td>
</tr>
<tr>
<td><strong>Fixed</strong></td>
<td>Selecting 10, 000/(50 + 50) = 100 to 10, 000/50 + 1 = 196 MCS participants from all 10,000 mobile users, and for each participant selecting 1 to 50 cycles for task allocation, in order to maximize the $k$-depth coverage objective under budget constraint.</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**TABLE 1: Examples of MCS Task Allocation subject to $k$-depth coverage and incentive objectives/constraints**
subareas being covered by the selected participants, in order to minimize the overall incentive payment under the probabilistic coverage constraint. As the incentive payment for each individual participant is prefixed, we adopted a simple greedy algorithm to approximate the near-optimal solution. On the other hand, assuming each participant is paid a varying amount of incentives according to the number of participated sensing cycles, Zhao et al. [14] select a set of participants from the crowd and determine in which sensing cycle a certain number of participant are needed to perform the MCS task. In order to minimize the overall cost under the data/coverage quality constraint, this work first proposes a novel coverage quality metrics - opportunistic coverage. Given users' historical mobility traces, it then proposes an algorithm to select a small number of participants from volunteers, meeting the predefined opportunistic coverage goal. Finally, an online sampling rate control algorithm, based on real-time location of each participant, decides if each participant should sense and return results in each time slot, to meet the opportunistic coverage quality goals with the minimal number of participants returning sensed results in each time slot. Further, based on a varying incentive payment model, CrowdTasker [2] leverages the historical call/mobility traces of users to select a set of participants for each sensing cycle so as to achieve the near-maximal “coverage quality” under a given budget constraint.

3 iCROWD SYSTEM OVERVIEW

In this section, we formulate the task allocation problem and present the iCrowd framework in detail. Specifically, a generic optimization problem for MCS task allocation is introduced to meet two dual MCS data collection goals; then iCrowd—a unified task allocation framework for achieving both goals—is presented.

3.1 Task Allocation Problem in iCrowd

Given a set of volunteer mobile users, the target region divided by a set of subareas (e.g., cell towers in our study), and the MCS process consisting of a sequence of equal-length sensing cycles (e.g., one cycle per hour), the task allocation problem of iCrowd is to select a number of participants from the volunteer mobile users and to determine in which sensing cycles each selected participant is assigned the PCS task, subject to various optimal MCS data collection goals. With respect to the research objectives introduced in Section I, we primarily study task allocation problems of the following two goals:

Goal 1. Maximizing $k$-depth coverage under Budget Constraint – Given a fixed budget for overall incentive payments $B$, the depth of coverage $k$, the Base incentive $b_o$ and Bonus incentive $b_o$, a set of volunteering mobile users $U$, a target area consisting of a set of cell towers $T$, the call traces of all users in $U$ (including the time stamps and associated cell towers of their calls), we denote $S$ as the set of participants selected from $U$ (i.e., $S \subseteq U$). For each selected participant $v \in S$, we further denote $C_u$ as a set of cycles assigned to $u$ for PCS task participation (e.g., $C_u = \{0, 2, \ldots\}$), and $N_u,i,t$ as the number of calls made by $u$ at cell tower $t$ in cycle $i$. This optimization goal is to find $S$ as a subset of $U$ and for $v \in S$ to assign a subset of sensing cycles $C_u$, with the objective to maximize the overall $k$-depth coverage with the given budget, i.e.,

$$\max \sum_{0 \leq i < T \in T} \min \{ \sum_{u \in S} \min \{ N_u,i,t, 1 \} * A(C_u, i, k) \} \text{s.t. } |S| * b_o + \sum_{u \in S} |C_u| * b_o \leq B$$

where $I$ is the total number of sensing cycles for the PCS task; $A(C_u, i, k)$ is a binary function identifying if the participant $u$ is assigned the PCS task in cycle $i$. Specifically if $i \in C_u$ then $A(C_u, i) = 1$, if $i \notin C_u$ then $A(C_u, i) = 0$. Note when the bonus $b_o = 0$, the incentive payment to each participant is fixed (i.e., a Fixed Incentive Setting) at $b_o$ and all her/his cycles should be selected in order to form an optimal solution; thus, the Goal 1. is equivalent to selecting a predefined number (i.e., $|B/b_o|$) of participants in order to maximize $k$-depth coverage.

Goal 2. Minimizing Overall Incentive Payment under $k$-depth coverage Constraint – Given a predefined $k$-depth coverage constraint $(k, r)$ where $0 < r < 100\%$, this goal is to find $S$ as a subset of $U$ and for $v \in S$ to assign a subset of sensing cycles $C_u$, with the objective to minimize the total incentive payment while ensuring at least $r*|T|$ subareas being covered by at least $k$ sensed results in each sensing cycle, i.e.,

$$\min |S| * b_o + \sum_{u \in S} |C_u| * b_o \text{s.t. } \max_{t \in T} \{ \sum_{u \in S} \min \{ N_u,i,t, 1 \} * A(C_u, i) - k + 1, 0 \} \geq |T| * r, \text{ where } 0 \leq i < I$$

where $I, b_o, b_o, T$, and other notations have been defined.
in Goal 1, and \(|T| \times r\) refers to the minimum number of subareas expected to be covered by at least \(k\) sensor readings. Note when the bonus \(b_o = 0\) (i.e., a Fixed Incentive Setting), the Goal 2. is equivalent to selecting a minimal number of participants while ensuring that the predefined \(k\)-depth coverage is achieved.

Next we introduce a generic MCS task allocation framework that can be used to achieve either above two optimization goals, with specific algorithms.

### 3.2 Overall Design of iCrowd

iCrowd follows a centralized task allocation approach, where a central server collects and stores the volunteering mobile users’ historical call traces in the target area, and the server selects participants from all volunteering users \((S \subseteq U)\) and assigns tasks to each participant in a set of sensing cycles \((C_u)\) for each \(\forall u \in S\) before the PCS task execution. Only selected participants are needed to perform sensing tasks, and each selected participant returns sensor readings only in the assigned sensing cycles when a phone call is made. In order to solve the above task allocation problem, iCrowd employs a two-phase solution. In Phase 1, it predicts each user’s call/mobility in the study period, using the historical call and mobility traces of all users. In Phase 2, it incrementally selects participants and assigns sensing tasks to each participant in different sensing cycles based on the prediction results, the estimated \(k\)-depth coverage and incentive cost. The framework is shown in Fig.2 and works as follows.

**Phase I: Predicting each user’s call/mobility using the historical call/mobility traces** – Given the call traces of all volunteering mobile users, this phase computes the call/mobility profile of each user – i.e., probability of each user placing at least one call at a particular cell tower in a given sensing cycle. Specifically, iCrowd computes the profile of each user with the following two steps:

- **Mapping Call/Mobility Traces** - Given the historical call/mobility traces of all users, this step maps each user’s historical call/mobility traces onto \(I\) sensing cycles and \(T\) cell towers. Then it counts \(\lambda_{u,i,t}\) the average number of calls placed by each user \((u \in U)\) at each cell tower \((t \in T)\) in each sensing cycle \((0 \leq i < I)\).

- **Predicting each User’s Call/Mobility** - Given \(\lambda_{u,i,t}\), this step estimates \(P_{i,t}(u)\) – the probability of the user \((u \in U)\) placing at least one call at each cell tower \((t \in T)\) during each sensing cycle \((0 \leq i < I)\).

### Algorithm 1: Utility-based User-Cycle Combination Selection Algorithm

\[
\text{Input} : X^o \text{---the set of user-cycle combinations already selected in the } n^{th} \text{ outer loop, } U \text{---the overall set of users, } I \text{---total number of sensing cycles, and } b_o \text{---the incentive payment for bonus}
\]

\[
\text{Output} : X' \text{---a new set of user-cycle combinations selected in the current inner loop}
\]

```python
Algorithm 1: Utility-based User-Cycle Combination Selection Algorithm

begin
/* initialize */ |
X' ← ∅;
/* getting all users in X^n */ |
X^n ← getAllUsers(X^n);
/* getting all possible user cycle-combinations */ |
C ← \{(u,i)|υu ∈ U, 0 \leq i < I\};
if \(b_o = 0\) then
/* when \(b_o = 0\) (i.e., Fixed Individual Incentive Setting), select a new user (with all cycles) having the maximal utility */ |
u' ← argmax_{υu ∈ U^n} \sum_{0 \leq j < I} Utility(υu,j)[X^n];
X' ← \{(u',j)|0 \leq j < I\};
else
/* when \(b_o > 0\) (i.e., Varying Individual Incentive Setting), select a new user-cycle combination having the maximal utility */ |
(u',i') ← argmax_{υu ∈ C,X^n} Utility(υu,i)[X^n];
X' ← \{(u',i')\};
return X';
```

### Algorithm 2: Budget-based Stopping Criterion

\[
\text{Input} : X^o, B, b_o, b_e \text{---incentive payment for base } \text{Output: CONTINUE---continue selecting/adding new user-cycle combinations, STOP---stop and quit to the outer-loop}
\]

```python
Algorithm 2: Budget-based Stopping Criterion

begin
/* getting all users in X^n */ |
X^n ← getAllUsers(X^n);
/* estimating the total incentive payment for already selected set */ |
cost(X^n) ← b_o + |S|^ν + b_o * |X^n|;
if \((b_o = 0\text{ and cost}(X^n) + b_o \leq B)\) or \((b_o > 0\text{ and cost}(X^n) + b_o + b_e \leq B)\) then
CONTINUE;
else
STOP;
```

Phase II: Selecting the participants and determining in which sensing cycles the participants are allocated sensing tasks using the unified Nested-Loop Greedy Search Process for the two dual goals – Given the call/mobility profile of each user, the MCS data collection goal with corresponding settings – i.e., Goal 1 with budget constraint \(B\) and depth \(k\), Goal 2 with \(k\)-depth coverage constraint \((k,r)\), as well as the Base/Bonus Incentive Settings \(b_o\) and \(b_e\), we propose a unified task allocation process—the Nested-Loop Greedy Search Process that can approximate the “real
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incentive cost” of each participant and search the near-optimal set of user-cycle combinations according to the estimated $k$-depth coverage and cost. In order to estimate the “real incentive cost,” the algorithm first uses the Inner-loop greedy process to select a set of user-cycle combinations (namely $X^1$) using an initial utility function (i.e., $Utility_1$) and the corresponding constraint (i.e., budget constraint for Goal 1, and $k$-depth coverage constraint for Goal 2); with $X^1$, the outer-loop convergence process estimates the incentive cost of each user-cycle combination, then generates a new utility function (i.e., $Utility_n$) according to the estimated incentive cost, and further goes back to the inner loop using the new utility function. In this way, the outer-loop convergence process, in its each iteration (e.g., the $n^{th}$ outer-loop iteration and $n = 2, 3, 4...$), repeats the process of estimating the incentive cost using the last selected set, generating a new utility function (i.e., $Utility_n$ and $n = 2, 3, 4...$), and searching a new set (i.e., $X^n$ and $n = 2, 3, 4...$) using the inner-loop greedy process and the new utility function (i.e., $Utility_{n+1}$), until the near-optimal combination set is obtained. Specifically, the main components of the Nested-Loop Greedy Search Process works as follows:

- **Inner-loop greedy process** - Given (a) the full user set $\cup_i$, (b) all sensing cycles $0 \leq i < I$, (c) an utility function (notated as $Utility_n$ in the $n^{th}$ outer-loop iteration), and (d) the MCS data collection goals with settings i.e., $B$ and $k$ for Goal 1 and $(k,r)$ for Goal 2, the algorithm adopts a greedy search process in order to select a set of user-cycle combinations $X^n$ that intends to maximize the given utility function while satisfying the given constraint. Specifically:
  - The algorithm first selects a subset of user-cycle combinations (namely $X^i$) using the Utility-based User-Cycle Combination Selection Algorithm (shown in Algorithm 1), then the algorithm adds $X^i$ into the already selected set $X^n$ (i.e., $X^i \cup X^n \rightarrow X^n$) for future computation;
  - Further the algorithm decides if it should continue selecting/adding new user-cycle combinations using the corresponding Constraint-based Inner-Loop Stopping Criterion: i.e., for Goal 1 using the budget-based constraint shown in Algorithm 2 to determine if the overall incentive payment exceeds the budget, or for Goal 2 using the $k$-depth coverage based constraint shown in Algorithm 3 to determine if participants/cycles already selected meet the predefined $k$-depth coverage constraint. Note that $cost(X^n)$ refers to the overall incentive cost by $X^n$ in both Goal 1 and Goal 2 calculation, $P(X^n, k, r, i)$ refers to the probability of $X^n$ achieving the coverage constraint $(k, r)$ of Goal 2 and $P_{thr}$ is the probability threshold.

In this way, the inner-loop greedy process continues selecting/adding a new subset of user-cycle combinations and deciding whether new user-cycle combinations should be added using the constraint-based stopping criterion, until the corresponding constraint-based stopping criterion algorithm decides to stop selecting new combinations.

<table>
<thead>
<tr>
<th>Algorithm 3: $k$-depth Coverage-based Stopping Criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Input</strong>: $X^n, b_o, b_o, (k, r)$—the predefined $k$-depth coverage constraint, $P_{thr}$—threshold, and $B$—the budget for incentive payment</td>
</tr>
<tr>
<td><strong>Output</strong>: CONTINUE, STOP</td>
</tr>
<tr>
<td>1 begin</td>
</tr>
<tr>
<td>2 for $0 \leq i &lt; I$ do</td>
</tr>
<tr>
<td>/* estimating the $k$-depth coverage probability of already selected set in sensing cycle $i$ */</td>
</tr>
<tr>
<td>3 if $P(X^n, k, r, i) &lt; P_{thr}$ then</td>
</tr>
<tr>
<td>4 CONTINUE;</td>
</tr>
<tr>
<td>5 STOP;</td>
</tr>
</tbody>
</table>

- **Convergence-based Outer-Loop Stopping Criterion** - Given the selected set of user-cycle combinations (e.g., $X^n$ in the $n^{th}$ outer-loop iteration), the algorithm decides whether to return the task allocation results or continue for further computation. When $b_o = 0$ — i.e., the incentive to each participant is fixed, the algorithm stops at the first outer-loop iteration and returns $X^1$ directly as the task allocation result. When $b_o > 0$ — i.e., the individual incentive is dependent on the number of participating cycles, the algorithm needs to decide if to return the task allocation result or continue to obtain $X^{n+1}$, with respect to the two MCS data collection goals:
  - **Goal 1** - The algorithm first estimates the overall $k$-depth coverage using $kCov(X^n)$ namely the expectation estimation for $k$-depth coverage, then the algorithm decides to stop and return $X^{n-1}$ as task allocation results if $kCov(X^n) \leq kCov(X^{n-1})$ (i.e., achieving the local maximum of $k$-depth coverage under budget constraint at solution $X^{n-1}$).
  - **Goal 2** - The algorithm first estimates the total incentive payment using $cost(X^n) = b_o \cdot |S^n| + b_o \cdot |X^n|$ (where $\forall (u, i) \in X^n, \exists u \in S^n$), then the algorithm decides to stop and return $X^{n-1}$ as task allocation results if $cost(X^{n-1}) \leq cost(X^n)$ (i.e., achieving the local minimum of overall incentive cost under $k$-depth coverage constraint as the solution $X^{n-1}$).

- **Generating new Utility Function and Continuing** - If $X^{n+1}$ does not meet the convergence-based stopping criterion corresponding to the specific optimization goal, the algorithm generates a new utility function namely $Utility_{n+1}(X)$ using $X^n$, and then continues to the next Outer-loop iteration.
using the new utility function until the convergence is achieved.

After the Nested-Loop Greedy Search Process terminates, all users \( S \) appeared in \( X^{n-1} \) from Phase II (where \( \forall (u, i) \in X^{n-1}, 3u \in S \) are selected as participants and each selected participant \( u \in S \) is allocated sensing tasks in sensing cycles \( C_u \) (where \( C_u = \{ i | 0 \leq i < T \) and \( \exists (u, i) \in X^{n-1} \}). The designs of the aforementioned \( kCov(X^n) \), \( P(X^n, k, r, i) \), and \( Utility(u, i) \) are discussed in the next section.

4 CORE ALGORITHMS AND ANALYSIS

In this section, we first introduce the core algorithms including: Call/Mobility Prediction, \( kCov(X) \) Calculation, Utility Calculation components used for both Goal. 1 and Goal. 2 optimization and \( P(X, k, r, i) \) Calculation for Goal. 2, then we present the theoretical analysis of our algorithms for achieving the two dual goals.

4.1 Call/Mobility Prediction

Assuming the call sequence follows an inhomogeneous Poisson process [25], the probability of a user \( u \) to place at least one phone call at cell tower \( t(t \in T) \) in sensing cycle \( i(0 \leq i < N) \) can be modeled as:

\[
P_{i,t}(u) = 1 - e^{-\lambda_{u, i, t}} \tag{1}
\]

where \( \lambda_{u, i, t} \) refers to the Poisson intensity, which is estimated as the average number of calls that \( u \) has placed at \( t \) in the historical traces corresponding to the sensing cycle \( i \). For example, to estimate \( \lambda_{u, i, t} \) for sensing cycle \( i \) from 08:00 to 09:00, we will count the average number of calls placed by \( u \) at \( t \) during the same period 08:00-09:00 in historical traces.

4.2 \( kCov(X) \) Calculation

Given a set of user-cycle combinations \( X \) which consists of selected participants \( S \) and each selected participant \( u \)’s sensing cycles \( C_u \) for PCS task participation, the \( k \)-depth coverage of \( X \) is

\[
kCov(X) = \sum_{0 \leq i < T} \sum_{\forall t \in T} \sum_{\forall U \subseteq S} \min\{|U|, k\} \cdot \prod_{u \in U} \left( P_{i,t}(u) \right) \prod_{i \in U \setminus \{u\}} \left( 1 - P_{i,t}(v) \right) \cdot A(C_u, i) \cdot \prod_{i \in U \setminus \{u\}} (1 - P_{i,t}(v) \cdot A(C_v, i)) \tag{2}
\]

where \( U \) refers to the set of participants probably returning their sensor readings in cycle \( i \) and cell tower \( t \), \( k \) refers to the number of sensor readings expected to receive in each subarea/cycle, and the function \( A(C_u, i) \) is defined in Section 3.1. To solve Eq. 2, we implemented a low complexity algorithm for Eq. 2 computation using Probability Generating Function [26].

4.3 Utility Calculation

We now describe two types of utility functions \( Utility_1 \) and \( Utility_n \) \((n \geq 2)\). \( Utility_1 \) is used for the first iteration of the Iterative Greedy Process, and a new utility function \( Utility_n \) \((n \geq 2)\) is generated for each consecutive iteration.

**The \( Utility_1 \) Calculation** – Given the set of incrementally selected user-cycle combinations \( X^1 \) in the first iteration of Iterative Greedy Process \((X_1 = \emptyset \) for initialization the greedy search process). The utility for adding a user-cycle combination \( (v, i) \) combining with \( X^1 \) is calculated as:

\[
Utility_1((v, j)|X^1) = kCov((v, j) \cup X^1) - kCov(X^1) \tag{3}
\]

where \( kCov(X^1) \) is the estimated \( k \)-depth coverage of \( X^1 \), and \( kCov((v, j) \cup X^1) \) is the estimated \( k \)-depth coverage of the combined set merging \( (v, j) \) and \( X^1 \). Intuitively \( Utility_1 \) is the \( k \)-depth coverage improvement after adding \( (v, j) \) into \( X^2 \).

**The \( Utility_n \) Calculation** \((n \geq 2)\) – During \( n \)-th iteration of the Iterative Greedy Process, given the selected set of user-cycle combinations \( X^n \), the algorithm computes the utility for adding each user-cycle combination \( (v, i) \) to the selected set \( X^n \) as:

\[
Utility_n((v, j)|X^n) = \frac{kCov((v, j) \cup X^n) - kCov(X^n)}{cost_n(v, j)} \tag{4}
\]

where \( cost_n(v, j) \) is the modular incentive cost [27] of the user-cycle combination \( (v, j) \). Intuitively \( Utility_n \) is the \( k \)-depth coverage improvement over the incentive cost of allocating a sensing task to a specific user in a specific sensing cycle. \( cost_n(v, j) \) is computed as:

\[
cost_n(v, j) = cost(X^{n-1}) + \sum_{(u, i) \in \{(v, j)\} \setminus X^{n-1}} (b_a + b_o) - \sum_{(u, i) \in \{(v, j)\} \setminus X^{n-1}} \left[ \text{cost}(X^{n-1} \setminus \{(u, i)\}) \right] \tag{5}
\]

where \( X^{n-1} \) is the user-cycle combination set selected in the \( n - 1 \)-th iteration of Iterative Greedy Process. The function \( \text{cost}(X) = b_a \cdot \|S\| + b_o \cdot \|X\| \) is the total incentive cost of the user-cycle combination set \( X \), where \( S \) is the set of participants that appear in \( X \).

4.4 \( P(X, k, r, i) \) Calculation

Given a set of user-cycle combinations \( X \), the probability of a predefined percentage \( r \) of subareas covered by at least \( k \) sensed results in cycle \( i \) using \( X \) is

\[
P(X, k, r, i) = \sum_{\forall t \in T} \prod_{t \in T} P_{k, i, t}(X) \prod_{t \in T} (1 - P_{k, i, t}(X)) \tag{6}
\]

where \( T^* = |T| \cdot r \) refers to the minimum number of subareas expected to be covered by \( X \). \( P_{k, i, t}(X) \) refers to the probability of at least \( k \) participants returning sensed
results in subarea \( t \) and sensing cycle \( i \), and is calculated as:

\[
P_{k,i,t}(X) = \sum_{|U| \geq k} \prod_{u \in U} (P_{x,i}(u) \times A(C_u, i)) \times \prod_{v \in \mathbb{S} \setminus U} (1 - P_{x,i}(v) \times A(C_v, i))
\]  

(7)

where \( \mathbb{S} \) refers to the set of selected participants in \( X \) and for each selected participant \( u \in \mathbb{S} \), \( C_u \) refers to the set of allocated sensing cycles for PCS task participation.

### 4.5 Algorithm Analysis

In this section, we present the theoretical analysis of iCrowd in terms of approximation ratio and computational complexity for optimal MCS data collection Goal. 1 and Goal. 2, respectively.

**Performance for Goal. 1** - According to the theory of submodular function maximization under the submodular kapsack constraint [27], iCrowd can guarantee a Near-Optimal solution with \( (\alpha, 1 - e^{-1}) \)-approximation bound \( (\alpha \approx \frac{b_i + b_c}{b_u}) \) when maximizing \( kCov(X) \) with the given budget. For example, given the Base/Bonus incentive settings \( b_i = \$50 \) and \( b_u = \$1 \), supposing with \$10000 budget the optimal solution obtained by the brute-force enumeration algorithm achieves the total coverage quality of 1000 in expectation, then iCrowd with \( $10000 \times \frac{50}{50} = $10200 \) budget can achieve at least a coverage quality of 630.

**Performance for Goal. 2** - Considering the duality of the submodular maximization/minimization problems [27] between Goal. 1 and Goal. 2, we could easily conclude that iCrowd could achieve near-optimality in minimizing the overall incentive payment under \( k \)-depth coverage constraint, using our conclusion made for Goal. 1. For detailed discussion on the duality between the optimization problems of Goal. 1 and Goal. 2, please refer to [27].

For the proofs of submodularity, computational complexity, and approximation bound, please see the Appendix.

### 5 Evaluation

In this section, we show the evaluation result of iCrowd for the two dual MCS data collection goals. Specifically, we first introduce the datasets used in the experiments of both goals, and then present the evaluation results of iCrowd for Goal. 1 and Goal. 2, respectively, to compare performances against baselines.

#### 5.1 Dataset and Experiment Setups

The dataset we used in evaluation is the D4D dataset [19], which contains 50,000 users’ phone call traces (each call records includes user ID, call time, and cell tower) from Cote d’Ivoire. All these users are re-selected randomly every 2 weeks with anonymized user IDs. Thus in this study, we design experiments based on such two-week periods. The call traces in the first week were used for participant selection, and we simulated the spatial-temporal coverage of selected participants using call traces in the second week. Specifically, we extract the call traces of two connected regions in four two-week periods and build the following three datasets for our evaluation:

- **BUSINESS** - a commercial center of the city where 86 cell towers having been installed and around 7945-8799 mobile phone users placing phone calls in any two-week period.
- **RESIDENTIAL** - a residential area where 45 cell towers having been installed and around 6034-6627 mobile phone users placing phone calls in any two-week period.
- **MERGED** - combined area of both BUSINESS and RESIDENTIAL regions where 131 cell towers having been installed and around 11363-12049 unique mobile phone users placing phone calls in any two-week slot.

We used the four periods’ call traces to simulate four PCS tasks, each lasting for 2 weeks. We assume that each PCS task executes 5 days per week. We carried out experiments using a laptop with an Intel Core i7-2630QM Quart-Core CPU and 8GB memory. iCrowd and baseline algorithms were implemented with the Java SE platform on a Java HotSpot(TM) 64-Bit Server VM.

#### 5.2 Baselines and Comparisons for Goal. 1

In order to evaluate iCrowd for Goal. 1, we first introduce three baselines derived from state of the art optimization algorithms, and then compare the performance of iCrowd to the baselines in terms of \( k \)-depth coverage achieved by iCrowd and three baselines under the same budget/incentive setting. Further we use a case study to illustrate the number of sensor readings collected from each subarea under the specific incentive/budget/\( k \)-depth setting.

**Baselines for Goal. 1** - We provide three baseline task allocation methods using the greedy and partial enumeration for comparative studies.

- **MaxKCov** - This method adopts the same Greedy User-Cycle Combination Set search algorithm (2a. of iCrowd). A single-loop greedy search algorithm continues selecting/adding an unselected user-cycle combination \( (u, i) \) maximizing \( kCov((u, i) \cup X) \) in each iteration until \( cost((u, i) \cup X) > B \), then returns \( X \) as task allocation result, where \( X \) refers to the user-cycle combinations already selected in previous iterations and \( cost(X) \) is the budget consumption of the selected user-cycle combinations.
- **MaxUtils** - This method uses the same Greedy User-Cycle Combination Set search algorithm as...
Fig. 3: $k$-depth Coverage Comparison in the MERGED Region with Varying Individual Incentive Setting (Please see the Results of RESIDENTIAL and BUSINESS Regions in Appendix)

TABLE 2: $k$-depth Coverage Comparison in the BUSINESS Region with $b_o = 0$ and $b_a = 50$

<table>
<thead>
<tr>
<th>$k$</th>
<th>$k_{crowd}$</th>
<th>MaxKCov</th>
<th>MaxEnum</th>
<th>MaxUtil</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.83</td>
<td>0.49</td>
<td>0.83</td>
<td>0.79</td>
</tr>
<tr>
<td>3</td>
<td>1.73</td>
<td>0.71</td>
<td>1.73</td>
<td>1.52</td>
</tr>
<tr>
<td>5</td>
<td>2.0</td>
<td>0.79</td>
<td>2.0</td>
<td>1.74</td>
</tr>
</tbody>
</table>

$B = 10000$

$B = 20000$

$B = 30000$

MaxKCov but with a different utility function $\frac{KCov \left( C^u \cup X \right) - KCov \left( X \right)}{b_u + b_a + \left| C^u \right|}$ for maximization.

- **MaxEnum** - Rather than selecting a user-cycle combination in each iteration, this greedy algorithm first enumerates all possible cycle subsets of each unselected user, and selects an unselected user and his/her cycle subset $C^u$ having the maximal utility $\frac{KCov \left( C^u \cup X \right) - KCov \left( X \right)}{b_u + b_a + \left| C^u \right|}$ in iteration; this algorithm continues adding an unselected user and his/her cycle subset in each iteration until $cost \left( C^u \cup X \right) > B$, then returns $X$ as the task allocation result. This algorithm is derived from [28].

Performance Comparisons for Goal. 1: $k$-depth Coverage Comparisons under the same Budget Constraint

In order to compare the performance of iCrowd to baselines for Goal. 1 in generalized settings, this experiment evaluates iCrowd and baselines under two sets of budget/incentive settings:

- **Varying Incentive Setting ($B_o > 0$)** - In this setting, we aim to evaluate the performance of iCrowd and baselines, when the individual incentive payment to each participant, coverage depth, and overall budget are all varying. Specifically:
  - The Bonus incentive is fixed to $b_o = 1$, while the base incentive is set to $B_a = 10, 30, 50, 70$;
  - The total amount of incentive budget is set to $B = 10000, 20000, 30000$;
  - The $k$-depth Coverage threshold in each cell tower/sensing cycle is set to $k = 1, 3$ and 5.

Fig. 3 presents the average $k$-depth Coverage in each cell tower and each sensing cycle (of the four PCS tasks) using the four methods, with the varying incentive setting.

- **Fixed Incentive Setting ($B_o = 0$)** - In this setting, we aim to evaluate the performance of iCrowd and baselines, when the individual incentive payment to each participant is fixed while coverage depth and overall budget constraint varying. Specifically:
  - Base/Bonus incentive payments are fixed to $B_a = 50$ and $B_o = 0$ respectively;
  - The total amount of incentive budget is set to $B = 10000, 20000, 30000$;
  - The $k$-depth Coverage threshold in each cell tower/sensing cycle is set to $k = 1, 3$ and 5.

Tab 2 presents the average $k$-depth Coverage in
each cell tower and each sensing cycle (of the four PCS tasks) using the four methods, with the fixed incentive setting.

Note that the average $k$-depth Coverage could not be bigger than the depth $K$, as the maximal $k$-depth Coverage of each cell tower/cycle is $k$. From the $k$-depth Coverage comparisons shown in Tab. 2 and Fig. 3, we can observe that in all the cases iCrowd outperformed the three baselines under the same budget constraint. Specifically, iCrowd achieved on average 60% higher $k$-depth Coverage than MaxK Cov, 18% higher than MaxEnum, and 3% higher than MaxUtils. The evaluation results based on RESIDENTIAL region shows similar results. Note that when $B_O = 0$, iCrowd performs exactly the same as MaxEnum; these two algorithms select the same group of participants and assign sensing task to each cycle of each selected participant, as the search strategies utilized by these two algorithms are equivalent under the fixed incentive setting.

**Case Study for Goal 1: Spatial Distribution of the Sensor Readings** - After evaluating the performance of iCrowd and three baselines from $k$-depth Coverage perspectives, we evaluate the spatial distribution of sensor readings using iCrowd with the target regions of different size. In Fig. 4, we present the average number of sensor readings returned from each cell tower in each sensing cycle using iCrowd, using the datasets from the BUSINESS, RESIDENTIAL and MERGED regions, with the same setting $B = 30000$, $k = 5$, $b_a = 50$ and $b_o = 1$.

From Fig. 4, we can see that when using iCrowd, the sensor readings are uniformly distributed across cell towers in any of the three regions. While the $k$-depth Coverage threshold in each cell tower/cycle is set to $k = 5$, the experiment shows that each cell tower gets on average 5.3, 4.5 and 3.3 sensor readings using datasets from RESIDENTIAL, BUSINESS and MERGED regions, respectively. Further the standard deviation is 0.98, 1.1 and 1.2 for three regions, respectively. This suggests that each cell tower can get a comparable number of sensor readings in any of the three regions using iCrowd.

**5.3 Baselines and Comparisons for Goal. 2**

In order to evaluate performance of iCrowd for Goal. 2, we build baselines and compare their performance to iCrowd, using following $k$-depth coverage constraint $(k, r)$ and incentives $(b_a, b_o)$ settings:

- The base and bonus incentives are fixed to $b_a = 1$ and $b_o = 0$ respectively;
- The $k$-depth coverage constraint $(k, r)$ is set to coverage depth $k = 1$ and coverage ratio $r = 85\%$ and $95\%$.

In this case, the incentive payment to each participant is fixed at 1 and the overall incentive payment is equal to the number of selected participants. In terms of coverage, the depth is set to $k = 1$, thus the MCS task is targeted at collecting at least one sensor reading from at least a predefined percentage ($r = 85\%$ or $95\%$) of subareas in each sensing cycle. With these incentive and $k$-depth coverage settings, the objective of this evaluation is to select a minimal number of participants and allocate tasks to each sensing cycle of each selected participant, while ensuring the selected participants covering at least $85\%$ or $95\%$ subareas in each sensing cycle. We first introduce the baseline algorithms for Goal. 2 that can select a minimal number of participants while ensuring a predefined percentage (e.g., $r = 95\%$ or $85\%$) of subareas being covered by at least one sensing cycle (i.e., $k = 1$) in each sensing cycle, then we compare the overall incentive payment consumed by baselines and iCrowd under the same coverage setting.

**Baselines for Goal. 2** - In our evaluation, we provide three baseline methods with different utility-based selection strategy from iCrowd, but all of them share the same iteration process and stopping criterion.

1) **MaxMin** - MaxMin uses a single-loop greedy algorithm to select an unselected user and all his/her cycles in each iteration, until the $k$-depth coverage constraint achieved. Specifically, the algorithm, selects/adds a user having the maximal utility $\min_{0 \leq i \leq 1} P(\mathcal{X} \cup \{u, i\}, k, r, t)$ in each iteration. Note that the utility function used here
TABLE 3: Overall Incentive Payment (i.e., #Selected Participants, where “iC.” refers to iCrowd)

<table>
<thead>
<tr>
<th>Task</th>
<th>iC.</th>
<th>MaxMin</th>
<th>MaxCom</th>
<th>MaxCov</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a) BUSINESS Region</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>523</td>
<td>601</td>
<td>810</td>
<td>1309</td>
</tr>
<tr>
<td>2</td>
<td>510</td>
<td>576</td>
<td>822</td>
<td>1266</td>
</tr>
<tr>
<td>3</td>
<td>414</td>
<td>475</td>
<td>748</td>
<td>2130</td>
</tr>
<tr>
<td>4</td>
<td>704</td>
<td>753</td>
<td>1424</td>
<td>1965</td>
</tr>
<tr>
<td>avg.</td>
<td>537.8</td>
<td>601.3</td>
<td>951</td>
<td>1660.5</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Task</th>
<th>iC.</th>
<th>MaxMin</th>
<th>MaxCom</th>
<th>MaxCov</th>
</tr>
</thead>
<tbody>
<tr>
<td>(b) RESIDENTIAL Region</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>501</td>
<td>598</td>
<td>911</td>
<td>2112</td>
</tr>
<tr>
<td>2</td>
<td>512</td>
<td>638</td>
<td>714</td>
<td>2251</td>
</tr>
<tr>
<td>3</td>
<td>508</td>
<td>624</td>
<td>768</td>
<td>1701</td>
</tr>
<tr>
<td>4</td>
<td>500</td>
<td>631</td>
<td>631</td>
<td>1576</td>
</tr>
<tr>
<td>avg.</td>
<td>503.5</td>
<td>622.3</td>
<td>756</td>
<td>1910</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Task</th>
<th>iC.</th>
<th>MaxMin</th>
<th>MaxCom</th>
<th>MaxCov</th>
</tr>
</thead>
<tbody>
<tr>
<td>(c) MERGED Region</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>766</td>
<td>859</td>
<td>1239</td>
<td>2568</td>
</tr>
<tr>
<td>2</td>
<td>753</td>
<td>818</td>
<td>1113</td>
<td>2385</td>
</tr>
<tr>
<td>3</td>
<td>688</td>
<td>760</td>
<td>1109</td>
<td>2479</td>
</tr>
<tr>
<td>4</td>
<td>898</td>
<td>1012</td>
<td>1703</td>
<td>2537</td>
</tr>
<tr>
<td>avg.</td>
<td>776.3</td>
<td>862.3</td>
<td>1291</td>
<td>2442.3</td>
</tr>
</tbody>
</table>

In all experiments, we set the *stopping threshold* in stopping criterion using an empirical value of $P_{thr} = (99.99\%)^{1/(|T|+1)}$ for evaluating iCrowd as well as other three baselines.

Performance Comparisons for Goal. 2: Overall Incentive Payment Comparisons under the same k-depth coverage constraint - In Table 3, we present the performance comparison on overall incentives consumption (i.e., number of selected participants for each of the four tasks) between iCrowd and baselines. It is clear that iCrowd outperformed MaxMin, MaxCom and MaxCov methods in all PCS tasks. On average, iCrowd consumed $10.0\% - 21.5\%$ less overall incentives compared to MaxMin (i.e., $10.0\% - 21.5\%$ fewer selected participants), consumed $23.7\% - 43.5\%$ less overall incentives compared to MaxCom, and consumed $54.2\% - 73.5\%$ less overall incentives compared to MaxCov. In terms of $k$-depth coverage, we show the Max/Min/Average the percentage of cell towers covered by at least one sensor reading (i.e., $k = 1$) in each sensing cycle in Fig. 5 using iCrowd and baselines. For all sensing cycles, the required coverage ratio (i.e., 95% and 85%) are achieved by the four methods without significant differences.

**Case Study for Goal. 2: Temporal Coverage of Sensor Readings** - As the coverage ratio $r$ specified in this paper is less than 100%, it is conceivable that some cell towers may have low temporal coverage or zero coverage (e.g., no sensor readings in any sensing cycle). Thus we examined the temporal coverage of the cell towers using the three datasets when $Ratio = 85\%$. As shown in Fig. 6, most cell towers can be covered in more than 80% sensing cycles when using the BUSINESS, RESIDENTIAL and MERGED datasets. The two least covered cell towers (tower id = 724 and id = 646 in the MERGED region) were still covered in 59% of the sensing cycles.

Due to space limitation, some iCrowd evaluation results are not reported here. Readers are encouraged to see the Appendix for additional details including the time consumption of iCrowd for both Goal. 1 and Goal.
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In this paper, we propose a unified task allocation framework, iCrowd, for Piggyback Crowdsensing (PCS). iCrowd is designed to optimally allocate sensing tasks to PCS participants, subject to different incentive and spatial-temporal coverage constraints/objectives. Specifically, iCrowd could be adopted to either maximize the overall k-depth coverage across all sensing cycles with a fixed budget or to minimize the overall incentive payment while ensuring a predefined k-depth coverage constraint, by selecting a number of participants and determining in which sensing cycles each selected participant is needed for the PCS task participation. The PCS was adopted to reduce energy consumption of individual mobile device, by exploiting call opportunities to perform sensing tasks and upload sensed data. In order to allocate PCS task for either optimal MCS data collection goals, iCrowd first predicts the coverage probability of each mobile user, then performs a near-optimal participant/cycle task allocation search algorithm with low computational complexity. Theoretical analysis proves that iCrowd can achieve near-optimality for both optimal MCS data collection goals, and evaluations with a large-scale real-world dataset show that iCrowd outperformed six baseline approaches. For Goal 1, it achieved 3%–60% higher k-depth coverage compared to baseline approaches under the same budget constraint, while for Goal 2, iCrowd required 10.0%–73.5% less overall incentive compared to baselines under the same k-depth coverage constraint.

6 CONCLUSION

In this paper, we proposed a unified task allocation framework, iCrowd, for Piggyback Crowdsensing (PCS). iCrowd is designed to optimally allocate sensing tasks to PCS participants, subject to different incentive and spatial-temporal coverage constraints/objectives. Specifically, iCrowd could be adopted to either maximize the overall k-depth coverage across all sensing cycles with a fixed budget or to minimize the overall incentive payment while ensuring a predefined k-depth coverage constraint, by selecting a number of participants and determining in which sensing cycles each selected participant is needed for the PCS task participation. The PCS was adopted to reduce energy consumption of individual mobile device, by exploiting call opportunities to perform sensing tasks and upload sensed data. In order to allocate PCS task for either optimal MCS data collection goals, iCrowd first predicts the coverage probability of each mobile user, then performs a near-optimal participant/cycle task allocation search algorithm with low computational complexity. Theoretical analysis proves that iCrowd can achieve near-optimality for both optimal MCS data collection goals, and evaluations with a large-scale real-world dataset show that iCrowd outperformed six baseline approaches. For Goal 1, it achieved 3%–60% higher k-depth coverage compared to baseline approaches under the same budget constraint, while for Goal 2, iCrowd required 10.0%–73.5% less overall incentive compared to baselines under the same k-depth coverage constraint.
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