Fluid dynamics calculation of sputtering from a cylindrical thermal spike
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The sputtering yield \( Y \) from a cylindrical thermal spike is calculated using a two-dimensional fluid-dynamics model which includes the transport of energy, momentum, and mass. The results show that the high pressure built up within the spike causes the hot core to perform a rapid expansion both laterally and upwards. This expansion appears to play a significant role in the sputtering process. It is responsible for the ejection of mass from the surface and causes fast cooling of the cascade. The competition between these effects accounts for the nearly linear dependence of \( Y \) with the deposited energy per unit depth that was observed in recent molecular-dynamics simulations. Based on this we describe the conditions for attaining a linear yield at high excitation densities and give a simple model for this yield.
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I. INTRODUCTION

The ejection of atoms from the surface of a solid during ion irradiation is well documented both experimentally and theoretically. 1 This phenomenon, known as sputtering, is due to the energy transferred to the atoms in the target by the incident ion. This produces a cascade which can cause some atoms to overcome the surface’s attractive barrier and escape to vacuum.

In previous theoretical work the mean number of ejected atoms per incoming ion, or sputtering yield \( Y \), is related to the energy deposited the ion per unit thickness at the surface of the target \( F_D \), as \( Y = \frac{n}{F_D} \). The value of the power \( n \) depends on the type of collision cascade produced by the ion, namely, linear and nonlinear cascades. For linear cascades, when the density of moving atoms \( N_{mov} \) within the cascade is small compared to normal density \( N_0 \), one has \( n = 1 \), whereas in the nonlinear case, \( N_{mov} \approx N_0 \), theoretical work predicts that \( n \) must be greater than 1. 4,5 These results are so firmly established that the consensus among workers in the field is that \( n > 1 \) and nonlinear cascades are to some extent synonymous. 6 Similiar results have been found for sputtering in response to electronic energy deposited in a solid, 7 but here we refer to work on collision cascade sputtering.

Recent molecular-dynamics (MD) studies, 8,9 however, cast doubt on this relationship. According to these papers, purposely prepared nonlinear cascades can give rise to sputtering yields which depend linearly on \( F_D \) (see Figs. 2–4). Further evidence is found in Ref. 10. After modifying the standard thermal spike theory (STST) to include the transport of mass, the sputtering yields calculated here appeared to be much closer to a linear function of \( F_D \) than to the \( F_D^n \) predicted by the STST.

Although the results in Ref. 10 show the importance of having a target which can change its specific volume as a fluid, it is not a full fluid-dynamics calculation. Since the target was assumed to be infinite, the sputtering yields had to be calculated in the same manner as in the STST. That is, an expression for the evaporation rate was used that was borrowed from the kinetic theory, and the sputtering yields were obtained by integrating it along a plane representing an otherwise nonexistent surface. Further, the transport was only radial, but the MD calculations showed the importance of energy transport along the track.

In order to circumvent these difficulties our previous calculations are extended to a target which, in addition to being compressible, has a solid-vacuum interface. To this end, the target density, velocity, and internal energy are all assumed to vary with time in a manner which is described by the fluid-dynamics equations. Consequently, sputtering emerges naturally, as that part of the target that succeeds in escaping from the condensed to the gaseous phase.

The aim of this paper is to show the most relevant aspects of the fluid-dynamics model, from the underlying mathematics to the results and implications of the proposed model. Although this model can be applied to a variety of ion-induced thermal spike geometries, we have purposely limited ourselves to the idealized case described in previous MD simulations. 8,9 Therefore, the results in this paper only describe cylindrical thermal spikes, as does the STST. The disagreement between the present results and those experiments in which \( Y \) exhibits a quadratic dependence on \( F_D \) suggests that the connection between “real” spikes produced by an incident ion and simple cylindrical spikes might not be straightforward.

This paper is organized as follows. In Sec. II we introduce the fluid-dynamics equations as well as the various expressions used along the present calculations. Results and discussions are presented in Sec. III. Finally, the conclusions and suggestions for further studies are presented in Sec. IV.

II. THEORY

We assume that the target is a continuous medium with cylindrical symmetry, and it is completely characterized by its atomic number density \( N \), velocity \( \mathbf{v} \), and internal energy \( \epsilon \) (per atom) defined as

\[
\epsilon = U + \frac{3}{2} k_B T,
\]

with \( U \) and \( k_B \) denoting the internal energy and Boltzmann constant, respectively.
where $k_B$ is the Boltzmann’s coefficient, $T$ the temperature, and $U$ is the potential energy per atom. By using the equation above the heat capacity at constant volume $C_V$ is assumed to be that of a dilute gas, i.e., $3k_B/2$. This approximation, however, is acceptable for the purpose in this paper, since as shown in Ref. 11, the quadratic dependence of $Y$ with $F_p$ does not appear to be connected to $C_V$. Moreover $U$ is obtained from the expression\(^\text{10}\)

$$U = (N_0 M c_0^2 / \mu) (N/N_0)^{\nu + \mu - 1} \frac{1}{\nu + \mu - 1} - \frac{(N/N_0)^2}{\nu + \mu + 1},$$

(2)

where $M$ is the mass of the target atom, $c_0$ is the speed of sound at $T=0$ K, and $N_0$ is the normal atomic number density. $\nu$ and $\mu$ are two numerical constants which, as we explained in Ref. 10, are not independent. Thus we set $\mu = 2$, then $\nu = \sqrt{1 + M c_0^2 / U_0}$, $U_0$ being the potential energy at normal density, i.e., $U_0 = -U(N_0)$.

Using the same notation as in Ref. 12, we write the fluid-dynamics equations as follows:

$$\frac{\partial N}{\partial t} = -\frac{\partial (v_i N)}{\partial x_i},$$

(3)

$$\frac{\partial v_i}{\partial t} = -v_i \frac{\partial u_i}{\partial x_k} + \frac{1}{NM} \left( \frac{\partial p}{\partial x_k} + \frac{\partial \sigma'_{ik}}{\partial x_k} \right),$$

(4)

$$\frac{\partial \epsilon}{\partial t} = -v_i \frac{\partial \epsilon}{\partial x_k} + \frac{1}{N} \left( Q_{\text{con}} + Q_{\text{vis}} - p \frac{\partial v_i}{\partial x_k} \right),$$

(5)

where the subscripts stand for the $r$ and $z$ coordinates, $p$ is the pressure, and $\sigma'_{ik}$ is the viscosity tensor\(^\text{12}\) defined as

$$\sigma'_{ik} = \eta \left( \frac{\partial v_i}{\partial x_k} + \frac{\partial v_k}{\partial x_i} \right),$$

(6)

where $\eta$ is the dynamic viscosity coefficient and $Q_{\text{con}}$ and $Q_{\text{vis}}$ account for the heat produced by thermal conduction and viscosity per unit volume and time, namely,

$$Q_{\text{con}} = \nabla (\kappa_T \nabla T),$$

(7)

where $\kappa_T$ is the thermal conductivity and

$$Q_{\text{vis}} = \sigma'_{ik} \frac{\partial v_i}{\partial x_k}.$$

The heat conduction coefficient is replaced by that in Ref. 5:

$$\kappa_T = \frac{25}{32} \frac{k_B}{\pi a^2} \sqrt{\frac{k_B T}{\pi M}},$$

(9)

where $\pi a^2 = 1.151 \text{ Å}^2$. This form was also used in order to compare results to previous work and because there seems to be no reason for using a more “realistic” one since, as shown in Ref. 11, $\kappa_T$ and the quadratic dependence of the sputtering yield appear not to be connected.

Making use of the fact that, for dilute gases, $\eta$ and $\kappa_T$ are related through the equation $\eta = \kappa_T M / (3k_B)$, we introduce the dimensionless viscosity coefficient

$$\eta^* = 3k_B \eta (M \kappa_T).$$

(10)

Similarly, the pressure $p$ is assumed to be a function of both temperature and density. Here, we follow the approximation in Ref. 13 and split $p$ into two terms

$$p = p_T + p_c,$$

(11)

where the thermal pressure $p_T$ can be obtained from the expression

$$p_T = \lambda N k_B T,$$

(12)

$\lambda$ being a numerical constant. The so-called crystal pressure $p_c$ can be obtained from the potential energy Eq. (2) using the equation\(^\text{13}\)

$$p_c = N^2 \frac{\partial U}{\partial N}.$$

(13)

For computational purposes, Eqs. (3)–(5) are applied to a finite system, which is defined by inequalities $0 \leq r = R_{\text{max}}$ and $0 \leq z \leq z_{\text{bot}}$ (see Fig. 1). Furthermore, the top wall, i.e., $z = 0$, is assumed to be made of a perfectly absorbent material, whereas the boundary at the bottom is perfectly closed as far as to the exchange of mass, momentum, and energy is concerned. The lateral wall can be made either closed, such as the bottom surface, or partially open. That is, closed to mass transport but open to energy and momentum exchange. Results in this paper were obtained using the latter option.
TABLE I. Value of the parameters used in the present calculations.

<table>
<thead>
<tr>
<th>Property</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Atomic mass</td>
<td>( M )</td>
<td>40.0 a.m.u.</td>
</tr>
<tr>
<td>Atomic number density</td>
<td>( N_0 )</td>
<td>0.026 at/Å(^3)</td>
</tr>
<tr>
<td>Speed of sound</td>
<td>( c_0 )</td>
<td>17 Å/ps</td>
</tr>
<tr>
<td>Binding energy</td>
<td>( U_0 )</td>
<td>0.08 eV</td>
</tr>
<tr>
<td>Lennard-Jones distance</td>
<td>( \sigma )</td>
<td>3.405 Å</td>
</tr>
</tbody>
</table>

Otherwise one would need an exceedingly large target to minimize the effects of energy and momentum reflections when the deposited energy is large. A more detailed description of this program will be published elsewhere.\(^{14}\)

At \( t=0 \) the target is at rest and within a range of \( z \) defined by inequality \( (z)\equiv z_{\text{surf}} \). For numerical reasons, however, we assume that the region that would normally be a vacuum is filled with a low-density fluid, i.e., \( N_{\min}=10^{-3}\times N_0 \). Exchange of energy, momentum, and matter is forbidden in this fluid, as well as in any other piece of a fluid with density lower than \( N_{\min} \). The possible net flux of matter is continuously checked along the fluid, and the restrictions above are relaxed as soon as the density of an element of the fluid increases above \( N_{\min} \).

To energize the spike, all the fluid elements within a cylinder of radius \( R_{\text{cyl}} \) are given an average energy \( E_{\text{exc}} \) above their initial energy \( \varepsilon_0=-U_0+(3/2)k_B T_0 \), where \( T_0 \) is the background temperature, often assumed to be 10 K. This is consistent with the initial conditions used in a number of the MD simulations,\(^{8,9}\) again allowing direct comparison with the results here. The initial conditions for Eqs. (3)–(5) thus become

\[
v_r(0,r,z) = 0,
N(0,r,z) = \begin{cases} \frac{N_0}{N_{\min}} & \text{if } z \leq z_{\text{surf}}, \\ N_{\min} & \text{otherwise}, \end{cases}
\]

\[
\varepsilon(0,r,z) = \begin{cases} E_{\text{exc}} + \varepsilon_0 & \text{if } r \leq R_{\text{cyl}} \text{ and } z \geq z_{\text{surf}}, \\ U(N_{\min}) + (3/2)k_B T_0 & \text{if } 0 \leq z < z_{\text{surf}}, \\ \varepsilon_0 & \text{otherwise}. \end{cases}
\]

With the assumptions above, the deposited energy becomes

\[
F_{D} = \pi R_{\text{cyl}}^2 N_0 E_{\text{exc}}.
\]

As is customary, in solving the fluid dynamics equations the functions \( N, \mathbf{v}, \) and \( \varepsilon \) are defined over a discrete set of \( NR \times NZ \) points, whose mesh size is determined by \( \Delta r \) and \( \Delta z \) (see Fig. 1 and Table I). A compromise has to be made about target size since a large target implies a fairly large system of coupled equations with fairly long running times. Whereas too small a target gives rise to boundary effects that would make calculations meaningless. Similarly, in choosing \( z_{\text{surf}} \) one has to take into account that during ejection not all the matter that crosses the surface will be ejected. Therefore, the distance between the initial surface and the top wall should be large enough to not “collect” matter that, otherwise, would not be ejected. Finally, the piece of matter representing the target must be thick enough. The condensed phase is assumed to be 10\( \sigma \) thick, which means that \( z_{\text{surf}} \approx 10\sigma \) and \( z_{\text{bot}} \approx 20\sigma \). \( NR=40 \) and \( NZ=20 \) were found to be adequate for all the cases studied in this paper.

When integrating the fluid-dynamics equations (3), (4), (5) from \( t=0 \) to \( t_f \), the total flux of matter passing through the top boundary is also calculated. In this way the sputtering yield is obtained as a function of time \( Y(t) \). This is used to verify if \( t_f \) was long enough so that no matter remains within the system that may significantly contribute to the sputtering yield. We use the \( Y(t) \)'s for \( t<t_f \) to extrapolate \( Y(t) \) to infinity, i.e., \( Y_\infty = \lim_{t\to\infty} Y(t) \). Only runs for which \( Y_\infty > Y(t_f) \approx 0.1Y_\infty \) are accepted. Normally, \( t_f \) ranging from 10 up to 50 ps are required.

Since calculations in this paper are meant to be compared with those in MD simulations, which often use Lennard-Jones (LJ) potentials, the various parameters characterizing our system correspond to those of argon (see Table I). \( M = 40 \) a.m.u. and \( U_0 = 0.08 \) eV have become standard parameters\(^8,9\) although the LJ calculations fully scale with \( U_0 \) and \( M \). Therefore, the results apply to a broader set of materials as shown also using a Morse potential.\(^{15}\) Consistent with this, for most cases we used \( \Delta r = \Delta z = \sigma \), where \( \sigma \) is the LJ distance. However, as several approximations were introduced, we cannot ensure that the fluid in our calculations accurately describes the potentials used in the MD simulations. Similarly, we do not want to leave this section without mentioning that although the fluid representing the target is assumed to be compressible, Eq. (6) looks the same as that of an incompressible fluid because we assumed that the Stokes’ condition holds, namely, that the so-called bulk viscosity coefficient is zero.

III. RESULTS AND DISCUSSIONS

We calculated the sputtering yield for different values of \( \lambda \), \( \eta^* \), and the speed of sound \( c_0 \), and the results are depicted in Figs. 2–4. We observe that in all the cases the yield increases with increasing excitation energy \( E_{\text{exc}} \). Similarly, \( E_{\text{exc}} \approx U_0 \) is an effective threshold for ejection for the initial radius used, since the yields rapidly decrease for \( E_{\text{exc}} \) comparable to or less than \( U_0 \). Whereas the MD requires varying potential types to obtain different material properties, here we do this by directly varying the material properties. In this manner the relationship between different materials can be described.

We observe that \( \lambda \) has a great influence on the sputtering yield. The larger the \( \lambda \) the greater the yield. \( \lambda = 4 \) appears to reproduce MD simulations quite well, whereas \( \lambda = 2 \) and 1 underestimate the yields at small excitation energies. These results are, to some extent, easy to understand: with all other parameters remaining the same, as \( \lambda \) becomes larger the ther-
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mal pressure build up within the spike increases and more ejection is expected.

It must be noted, however, that the total energy, see Eq. (1), does not depend on $\lambda$. Increasing $\lambda$ only increases the thermal pressure and speeds up the conversion of thermal motion into directed kinetic energy. Therefore, thermal conductivity has less time to take energy away from the spike and the ejection of matter increases.

The effect of viscosity on the sputtering yield is illustrated in Fig. 3. For the cases studied here, viscosity has a negative influence on the ejection process, as yields are seen to get smaller with an increase of the viscosity coefficient. At small excitation energies the viscosity appears to play a major role. Furthermore, calculations using $\eta^* = 0.1$ produced a good agreement with MD simulations while those with $\eta^* = 0.2$ and 0.4 resulted in significantly smaller yields. The fact that the best agreement with MD simulations corresponds to calculations with $\eta^* = 0.1$ is not unexpected since $\eta^*$ values of approximately that order have been calculated for a Lennard-Jones fluid.\(^{16}\)

Finally, modifying the speed of sound does not produce a significant change in the sputtering yield. Figure 4 shows results for the speed of sound both above and below its normal value. The change in the sputtering yield is very small compared with that produced by changing either the viscosity coefficient or the thermal pressure coefficient $\lambda$. We observe that, for high excitation energies, an increase in the speed of sound leads to a slightly greater yield, but this trend is reversed as $E_{\text{exc}}/U_0$ becomes smaller than 3.

As we mentioned in the Introduction, the most interesting

FIG. 2. Sputtering yield as a function of the excitation energy and different values of parameter $\lambda$. MD simulations are from Ref. 9.

FIG. 3. Sputtering yield as a function of the excitation energy and different values of viscosity coefficient $\eta^*$.

FIG. 4. Sputtering yield as a function of the excitation energy and different values of the speed of sound $c_0$. 
result in this paper is our ability to explore the material parameters that lead to the near linearity exhibited in the yield in our MD calculations even though the sputtering is a non-linear process. By exploring the parameter space we can better explain that phenomenon and assess its relevance. Our calculated yields in Figs. 2–4 clearly show that a linear region is attained for $E_{\text{exc}}$. Therefore, nonlinear sputtering does not necessarily imply nonlinear yields. From these figures, it also appears that linearity is approached at higher energy densities than those studied here for other materials parameters. Below we describe this phenomenon.

To understand the change in the dependence of the yield with increasing excitation density for fixed $R_{\text{cyl}}$, we analyzed the time evolution of the spike paying particular attention to those aspects of the energy and momentum transport that are related to the ejection of matter. To this end, in Figs. 5 and 6 we have plotted the density, the mass-flux vector, and temperature in the fluid at different times after the onset of the spike. These cases correspond to a deposited energy of 4 eV/Å, $\lambda=4$ [see Eq. (12)], $\eta^*=0.1$, $c_0=17$ Å/ps, and $R_{\text{cyl}}=2\sigma$. The scale used for translating from relative density ($N/N_0$) into the gray scale is shown up in the figure. Note that the scale is nonlinear, as more gray levels are used at both small densities and around $N/N_0 = 1$. Furthermore, due to interpolation in the plotting software, details of the order of the grid size, or smaller, might not be accurately copied. The horizontal line denotes the initial position of the surface.

One readily observes that the temperature within the spike drops below 500 K in approximately 1 ps, and that the fluid immediately surrounding the spike hardly reaches temperatures higher than, say, 100 K. This is in agreement with our MD results and our earlier fluid-dynamics calculations. These studies already showed that, due to the quick, adiabatic expansion of the fluid, the temperature of the spike decreases much more rapidly than it would due to thermal conduction. In addition, for times greater than 1 ps the thermal energy is converted into an elastic wave seen in Fig. 5 that travels in the radial direction at approximately the speed of sound. The reader must be aware of the nonlinear scale used in Fig. 5 where the gray scale was purposely chosen so as to change rapidly around both $N_0$ and at low density. Due to this, even the rather small relaxation of the surface density appears as a stripe, which extends to the right of the spike and gets thicker with increasing time. These figures show us that the whole process would be better described as an “explosion” rather than a smooth, thermally diffusive release of energy as proposed in the STST.

Note that, in contrast to material further away from the surface, the fluid that is near the surface and within the spike, appears to follow a spherical, rather than a cylindrical expan-
That is, if one interpolates the mass-flux vector and figures out the streamlines of the fluid, then, one can readily see that near the open boundary of the spike, they seem to radiate out from a point located on the spike axis somewhere below the surface. In order to understand this, one has to realize that the momentum acquired by any particle within the fluid results from the fast, though small, displacements of the lateral and top boundaries which takes place at an earlier stage of the aforementioned explosion.

The forces produced by such displacements propagate at the speed of sound which, within the hot spike, is faster than \( c_0 \). Therefore, by the time all the fluid within the spike has been set into motion, i.e., \( t = R_{\text{cyl}}/c \) after the onset of the spike, a particle at \((r, z)\) with \( 0 \leq z \leq R_{\text{cyl}} \) and \( 0 \leq r \leq R_{\text{cyl}} \) will have acquired a velocity that is proportional to the time it has been exposed to such forces, namely, \( v_r \propto t \) and \( v_z \propto t \) (\( R_{\text{cyl}} - z \)). Therefore, as \( v_r/v_r = -(R_{\text{cyl}} - z)/r \) this particle will appear as moving away from a point located exactly on the axis at \( R_{\text{cyl}} \) below the surface. By the same token, any particle at a depth greater than \( R_{\text{cyl}} \) within the spike, will remain unaware of the presence of the surface and its velocity will be directed along the radial direction (see Fig. 7). With increasing time our description above will become less and less accurate. However, as the forces acting within the spike take the largest values during the earliest stage of the "explosion," the velocities achieved by the fluid during that time essentially determine the subsequent dynamics of the spike.

Another aspect of the velocity field which deserves attention is that around the rim, on the cold side of the spike. Contrary to what happens deep in the target, where the cold side is compressed and subsequently displaced along the radial direction, the rim is partially wiped out. This not only adds more matter to sputtering, but also clears the way for further ejection as it widens the radius from within which particles are ejected.

From this simple picture one can readily calculate the sputtering radius. To this end, we define the excess energy as the total energy per particle relative to the bottom of the potential well, i.e., \( e = \epsilon + \frac{1}{2} M v^2 + U_0 \). If one assumes that the elastic wave in the upper part of the spike propagates isentropically along the streamlines, one may write

\[
e_A / d_A^2 = e_B / d_B^2,
\]

FIG. 6. Temperature and mass-flux vectors at different times within the fluid for the spike described in Fig. 5. The gray scale used to plot temperature appears up in the figure.
where $d_A$ and $d_B$ are the distance from the center of the spherical expansion to points $A$ and $B$, respectively (see Fig. 8); similarly, $e_A$ and $e_B$ are the corresponding excess energies. Therefore, as $e \geq U_0$ is a necessary condition for ejection, $e_A = E_{\text{exc}}$ and $R_{\text{cyl}}/d_A = R_B/d_B$, one can obtain the sputtering radius ($R_s$) as

$$R_s = R_{\text{cyl}} (E_{\text{exc}}/U_0)^{1/2}. \quad (16)$$

Accordingly, the sputtering yield can be calculated as the amount of mass contained within a cone of height $R_{\text{cyl}}$ and base radius $R_s$, i.e.,

$$Y = \frac{\pi}{3} N R_{\text{cyl}}^3 \frac{E_{\text{exc}}}{U_0}. \quad (17)$$

In order to verify this simple expression, we calculate the sputtering yield for different spike radii. The results, that appear in Fig. 9, show that our fluid-dynamics calculations compare fairly well with the MD yields, and that Eq. (17) accounts reasonably well for the yields at high-excitation energies. Discrepancies between MD and fluid dynamics at low excitation energies and for small spike radii do appear. A detailed analysis of such deviations was not carried out. As previously mentioned, the various quantities entering our model do not accurately account for the Lennard-Jones fluid in the MD simulations. In addition, having assumed the solid target is a fluid, effects arising from the crystalline structure and the atomic nature of the target cannot be described. In the MD simulations focused collision sequences play an important role at carrying energy and momentum away from the spike, particularly for small spike radii. MD simulations also show that the yield in this region is sensitive to the initial energy distribution, which here is a Maxwellian. Finally, it is worth noticing that Eq. (17) predicts a linear dependence of the yield with the excitation or deposited energy.
Sputtering at relatively high excitation densities is an old but unsolved theoretical problem in ion solids interactions. Analytic diffusive thermal spike models are commonly used to interpret data at high excitation densities, although these models were never tested against more detailed calculations. In addition, there is a history of applying ideas from fluid dynamics to explain sputtering at high excitation density. These models are called by a number of names and are all surrounded by a rim several times greater than the initial radius of the hot core. It is formed as the result of the net displacement produced by the elastic wave and it is not formed because of the competition between pressurized ejection and the transport of energy away from the spike by the cylindrical thermal spike. These calculations also confirm the MD result that transport along the cylindrical axis is as efficient of the standard spike model is the assumption that the transport is diffusive.

We have calculated the sputtering yield from a cylindrical thermal spike by directly integrating the full 2D fluid-dynamics equations. The transport of mass and momentum is seen to play a significant role in the ejection process. Since the conversion of the thermal energy into kinetic/potential energy within the spike occurs very early, the ejection process at high-energy densities is much more closely related to an “explosion” rather than to the thermal diffusion and evaporation models typically used to describe sputtering at high-energy densities. Comparisons with MD simulations using appropriate material parameters, show that our fluid-dynamics description can account for the main features of the cylindrical thermal spike. These calculations also confirm the MD result that transport along the cylindrical axis is as important as radial transport and, therefore, a 2D model is required. We show the reported nearly linear yield comes about because of the competition between pressurized ejection and the transport of energy away from the spike by the pressure pulse.

Using the evolution of the streamlines seen in these calculations we obtain a simple expression for the yield at high excitation density for a reasonable set of material parameters. Brinda and co-workers had shown that in this regime the yield could be written in the form

\[
Y \approx C(R_{\text{cyl}}/l)^{a}([dE/dx]_{\text{eff}}/U_{0})^{p},
\]

where \([dE/dx]_{\text{eff}}\) is the energy deposited that ends up fueling the spike (here \(\pi R_{\text{cyl}}^{2} NE_{\text{exc}}\)) and \(m\) and \(p\) are close to 1. They gave \(C \approx 0.18\) for an LJ solid, which also appeared to apply to results for other pair potentials. Here we use a 2D fluid-dynamics model with a surface to confirm that when the full set of equations is treated the MD result at high excitation density can be attained. Therefore, as pointed out earlier, the principal deficiency of the standard spike model is the assumption that the transport is diffusive.
ejection of a conical volume of material \( Y \approx \frac{1}{3} R_{\text{cyl}}^2 \pi R_{\text{cyl}}^2 N. \) This gives \( C = \frac{1}{3}, \) which is larger than the MD result. The difference is due in part to the fact that the material properties are not exactly those of the LJ solid and transport along crystal axes removes energy from the spike as discussed, however, all the principal features of the transport and ejection are the same. This model resembles that of Yamamura and co-workers\(^{19}\) but disagrees with the "so-called" pressure pulse model used for molecular solids.\(^{22}\)

Several points need further investigation. The disagreement between the results in this paper and those experiments where \( Y \propto F_D^2 \) suggests that the connection between a simple spike, as the one studied in this paper, and those produced by incident ions is not straightforward. The formation of craters at normal incidence is a topical problem that can be addressed by the model developed here. Further, the connection between the sputtering yield and the time used to heat the spike needs to be studied. In this paper, as in most of the MD simulations, we assumed it to be negligibly small. This may be correct for spike formation by a collision cascade, but is known to fail for electronic sputtering of rare-gas solids.\(^{7}\)

Finally, it must be noted that the fluid-dynamics description of the spike is a useful complement to MD. In the fluid model a broad range of material properties and types can be readily studied, whereas complicated potentials are needed in MD calculations of different materials. In fact it is seen in Figs. 2 and 3 that the saturation leading to the linear regime is not simply dependent on the cohesive energy \( (E_{\text{exc}} \approx U_0) \) and the initial \( R_{\text{cyl}}, \) as found in the MD simulations using pair potentials, but also depends on the material parameters \( \lambda \) and \( \eta. \) In addition, local equilibrium chemistry, which can play an important role in many of the materials of interest to us, can be readily included in the fluid models. However, MD has the advantage that non-normal incidence can be treated easily, the state of the ejecta (clusters vs atoms) can be studied, and nonequilibrium chemistry can be introduced. Therefore, a program in which complementary calculations using fluid-dynamics and MD simulations is underway. Here we have shown that a new linear sputtering regime is seen in both models and we have developed a simple analytic model for the yield at normal incidence.

**ACKNOWLEDGMENTS**

Part of this work was carried out during a visit by one of the authors (M.M.J.) to the School of Engineering and Applied Science, University of Virginia. Financial aids from the Astronomy and Chemistry Divisions of the National Science Foundation (U.S.A.) and the Consejerı́a de Educación, Cultura y Deportes del Gobierno Autónomo de Canarias (Spain) are acknowledged.

---

*Corresponding author. E-mail address: mmateo@ull.es
Current address: Lawrence Livermore National Laboratory, Chemistry and Material Sciences Directorate, P.O. Box 808 L-353, Livermore, CA 94550.
* M. W. Thompson, Philos. Mag. 18, 377 (1968).