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Abstract

Sputtering from grains with a size of tens of nanometers is important in a number of astrophysical environments having a variety of plasma properties and can have applications in nano-technology. Since energy deposition by incident ions or electrons can create ‘hot’ regions in a small grain, thermal spike (TS) models have been applied to estimate the sputtering. The excitations produced by a fast ion are often assumed to form a ‘hot’ cylindrical track. In this paper we use molecular dynamics (MD) calculations to describe the energy transport and sputtering due to the creation of a ‘hot’ track in a grain with one quarter million atoms. We show the enhancement due to grain size and find that TS models work over a limited range of excitation densities. Discrepancies of several orders of magnitude are found when comparing our MD results for sputtering of small dust grains to those obtained by the astrophysical community using spike models.
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1. Introduction

With the advent of new experimental techniques, the processing of nanometer size grains can be relevant for material and surface analysis [1]. They are also of interest because such grains form the “dust” in the inter-stellar medium (ISM) [2]. It can exist in a variety of environments, from the hot inter-cloud medium to the cold neutral clouds. This dust contains most of the refractory material in the ISM and accounts for extinction, polarization, and scattering of light, as well as for certain absorption and emission features. The dust also plays an important role in determining the total energy balance, converting light to infrared emission and heating the clouds through photoelectron emission. It is estimated that approximately 2/3 of the grain mass in the ISM is tied up in grains with radius, \( a \), less than \( \sim 0.05 \) \( \mu m \), accounting for the UV extinction, and \( \sim 20\% \) in small grains, \( a < 0.025 \) \( \mu m \). In dense clouds grains can acquire a mantle of condensed molecules. This environment is not static, since the mantles and the grains are eroded (sputtered) by hot gas atoms or the local plasma, by photons, by grain–grain collisions, and by cosmic ray (CR) ions. These loss processes compete with grain growth by accretion.

The light CR ions penetrating molecular clouds (\( H^+ \), \( He^{++} \)) primarily produce photons in...
the ambient gas, whereas a heavy CR ion efficiently sputters a grain. Here we examine models for sputtering of grains by heavy CR ions. Earlier we used a Monte Carlo particle tracking model to describe the size effect on the sputtering of small refractory grains in a shocked gas [3] and icy grains in a hot plasma trapped in a planetary magnetosphere [4]. We also considered CR ion-induced desorption of large organic molecules [5]. Here we use molecular dynamics (MD) simulations of the effect of a pulse of energy to further examine the effect of grain size and to test models for CR ion erosion of grains and grain mantles.

Whereas low energy ion bombardment erodes a grain by knock-on sputtering [3] fast ions deposit energy by exciting the electrons. A fraction of this energy is released by non-radiative processes leading to electronic sputtering [6,7]. Since energy deposition in the solid eventually manifests itself as atomic motion, thermal spike models (TS) have been popular for interpreting laboratory data [6,8] and for modeling grain erosion in molecular clouds [9,10]. TS models have been used extensively to calculate desorption induced by ion bombardment of a solid [11,12] and recently their limitations have been discussed [13–15]. A model by Hasegawa and Herbst (HH) [10], used often by the astrophysical community, assumes that grains reach a fixed temperature, independent of the energy deposited and grain size, for a time $t_{hh}$, during which loss is calculated as thermal desorption. Leger et al. [9] (LJO) assume a hot cylindrical track is formed.

2. MD simulations

Classical MD simulations consists in solving Newton’s equations of motion for a collection of $N$ interacting particles. The two parameter Lennard-Jones (L-J) potential is convenient because the results scale with the energy and length parameters. In addition, a number of condensed gas solids are well described by this pair potential. In our simulations, the L-J potential $V(r) = 4\varepsilon[(r/\sigma)^{-6} - (r/\sigma)^{-12}]$ with parameters $\varepsilon$ and $\sigma$ and a cut-off radius $r_{cut} = 2.5\sigma$, was used to describe an amorphous solid. In the following, lengths will be expressed in units of $\sigma$ and energy in units of $\varepsilon$. The sample has a binding energy $U \approx 8\varepsilon$. Because the simulation results scale with the L-J parameters [14] results for different solids can be obtained using the appropriate $U$ and $n$, the density of the sample. The mass of the simulated particles, $M$, changes the time scale, which is given in units of $t_0 = \sigma\sqrt{M/\varepsilon}$ ($t_0 \approx 1.9$ ps for CO). Simulations of solid O$_2$ in which the intra-molecular potential was included are in good agreement with simulations without structure [16].

A CR iron ion deposits most of its energy in electronic excitations, typically $\sim$10–100 eV/A. This energy couples to the lattice by non-radiative repulsive decay events [6]. These are represented by giving an atom or neighboring atoms in the lattice an extra kinetic energy, $E_{exc}$, such that the total energy per unit length is equal to the effective stopping power, $(dE/dx)_{eff}$. Although the events in a track are statistical, it has become customary to consider a cylindrically heated region of radius $r_{cyl}$ to approximate the effect of the track core [9].

![Fig. 1. Pair correlation function of the amorphous sample (---, $n = 1.02/\sigma^3$), and of a crystalline sample (––, $n = 1.05/\sigma^3$) at the same temperature, $k_BT \approx 0.01U$.](image-url)
Although this can be very inaccurate, we make the same assumption in order to test the models typically used in astrophysics. Therefore, we create a heat spike by giving all atoms within $r_{\text{cyl}}$ an energy $E_{\text{exc}}$ with their velocities in random directions. The value of $r_{\text{cyl}}$ depends on the projectile velocity and target properties. We use $r_{\text{cyl}} \approx 14.7\sigma$ ($\sim 50$ Å for CO) as in Ref. [9]. The average kinetic energy of the atoms can be used to calculate a local temperature $T(r,t)$, but the velocity distribution is non-Maxwellian at early times when sputtering occurs [13].

MD has several limitations regarding the size of samples and simulation times. To calculate the evolution of a weakly bound L-J solid with a 0.1 μm side and a density of 0.03 Å$^{-3}$ ($1.26 \times 10^{8}$ atoms) for 10 ns (10$^6$ steps for a time step of 0.01 ps) would take two years in a single CPU workstation, since even the most optimized codes have calculation times of roughly 0.5 μs/atom/step/CPU. For this reason we simulate a small grain of radius $a = 37.5\sigma$ ($\sim 0.013$ μm for a CO grain) with nearly 0.25 million particles. This allows us to extract the main features of the ejection process while keeping the computational time reasonable.

2.1. Making the amorphous sample

A slight modification of the method used by Cui et al. [17] was applied to build the amorphous sample. We started with a cubic fcc crystal with 33 cells on each side (143,748 atoms) and a length $L \approx 51.5\sigma$. The initial density was the equilibrium density for the solid at low temperature, $n = 1.05/\sigma^3$. Using periodic boundary conditions the crystal was suddenly heated to temperatures well above the melting temperature, and it was equilibrated at this high temperature. The velocities of all atoms were then set to zero, and the mean kinetic energy $\text{KE}(t_1)$ was calculated. Then the system was

![Fig. 2. Snapshot of the grain for $E_{\text{exc}} = 0.5U$ (a total deposited energy of 2 keV for a CO grain), at different times. Color code indicates kinetic energy.](image-url)
allowed to relax for a few time steps, and now $KE(t_2)$ was calculated. If $|1 - KE(t_2)/KE(t_1)| < 0.05$ and $KE(t_2) < 0.05U$, the simulation was stopped. Otherwise, the velocities were again reset to zero until the previous conditions were reached. This process was repeated until no more velocity scaling was necessary. The pair correlation function of the resulting sample in Fig. 1 is that of an amorphous sample [17]. Some short-range correlation remains. The final amorphous configuration was repeated eight times to obtain a cube with $L \approx 103\sigma$. A sphere of radius $a = 36.7\sigma$, centered at the center of the cube, was carved out and allowed to relax with free boundary conditions for several ps. This produced the grain used in our simulations, which had a relaxed radius of $37.5\sigma$, and 216,996 particles, with an average density $n = 1.02/\sigma^3$. For a CO grain, $a \approx 130\text{ Å}$.

3. Results

Figs. 2 and 3 are snapshots from two simulations [18]. The high temperature of the track leads to early ($t \leq 20t_0$) desorption of a large amount of material. Melting and the formation of a pressure pulse (shock) occur as seen in Fig. 3. At times $\geq 45t_0$ the process resembles thermal desorption. At low $E_{\text{exc}}$ only few particles are desorbed (Fig. 2), but at large $E_{\text{exc}}$ the grain can be totally de-

![Fig. 3. Same as Fig. 2 for $E_{\text{exc}} = 2.0U$ (a total deposited energy of 8 keV for a CO grain). The grain is broken into few large clusters plus a number of small clusters and monomers, and destroyed by 100$t_0$.](image-url)
stroyed (Fig. 3). At this energy liquid droplets form that will eventually lead to the break up and evaporation of the grain.

The MD simulations were stopped at times of $28t_0 – 140t_0$. The MD yield at $28t_0$ is shown in Fig. 4, together with the results from the HH model obtained using the simulation time $t_{HH} = 28t_0$, instead of $t_{HH} = 10^{-5}$ s as in [10]. This gives a very low yield because the assumed temperature is low so the thermal desorption is close to 1 particle for the whole grain. For the grain size studied, the final surface temperature may be large enough to cause further desorption so that $Y(28t_0)$ is not the true yield. Subsequent desorption can be treated using spike models.

For large grains, the size becomes irrelevant and we recover the yield for a flat, infinite surface. If the grain diameter is much smaller that the range of the CR, then we need to multiply the sputtering yield by two, to account for the entrance and exit points. At low energy densities this follows the TS result (Fig. 4) [12] as verified earlier [14]. In this threshold regime, the mean energy per molecule is lower than the binding energy and desorption roughly follows $Y \propto \exp(-U/E_{exc})$. For $E_{exc}$ closer to or larger than $U$ the analytic models are no longer valid. The infinite grain yield in Fig. 4 has been taken from Bringa et al. [14] giving a lower limit to the yield from a grain. It is seen that the finite size enhances desorption since the energy can not dissipate into the semi-infinite material.

**4. Summary**

Here we used a MD simulation of the transport of energy and desorption from a small grain following a heat pulse in order to test models of spike heating and evaporation by a heavy CR ion [9,10]. For comparison with models the same range of track parameters was used, although these may not describe a CR ion track very well. This will be dealt with in a subsequent paper.

We show the enhancement in the yield for a small grain depends critically on the energy density in the track. The studies here and our earlier work for semi-infinite solids also show the physics of ejection is not well described by the spike models typically used by the astrophysical community. In the HH model the sputtering yield from a more refractory material like ammonia ($U \sim 0.3$ eV) or water ice ($U \sim 0.5$ eV) would be essentially zero because of the exponential dependence with binding energy. However, in the regime where $E_{exc} \geq U$ it has been shown that the prompt component of the yield scales roughly as $U^{-1}$ [14] giving larger yields from water ice and ammonia.

There are several caveats in the simulations described here. The track structure is not described, only a single component material and spherical grains were considered, and we have not studied grazing impact. Differences between model and MD results are due to a correct treatment of the high temperatures in the track. Heavy CR ions are also interesting as they not only erode grains, but the pressure pulse produced can cause the ejection of large molecules [19] possibly explaining
their abundance in the gas phase in the ISM [5]. This heating can also lead to a phase change offering a possible explanation for the crystalline material observed in the ISM [20].
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