Abstract

Active learning has been proven to be quite effective in reducing the human labeling efforts by actively selecting the most informative examples to label. In this paper, we present a batch-mode active learning method based on logistic regression. Our key motivation is an out-of-sample bound on the estimation error of class distribution in logistic regression conditioned on any fixed training sample. It is different from a typical PAC-style passive learning error bound, that relies on the i.i.d. assumption of example-label pairs. In addition, it does not contain the class labels of the training sample. Therefore, it can be immediately used to design an active learning algorithm by minimizing this bound iteratively. We also discuss the connections between the proposed method and some existing active learning approaches. Experiments on benchmark UCI datasets and text datasets demonstrate that the proposed method outperforms the state-of-the-art active learning methods significantly.

1 INTRODUCTION

In a typical supervised learning problem, one often requires sufficient labeled data to train an accurate classifier, whereas the labeling process may be expensive and time consuming. This motivates Active Learning [11], which has been proven to be effective in reducing the human labeling efforts by actively selecting the most informative examples for labeling. The goal of active learning is to learn a classifier which accurately predicts the labels of new examples, while requesting as few labels as possible.

In the past decades, many active learning methods have been proposed. Depending on the label query strategy, active learning can be roughly categorized into fully sequential active learning [13, 27, 30, 5, 24, 7, 22], batch-mode active learning [20, 17, 21] and one-shot active learning [29, 15, 16, 14]. Fully sequential active learning algorithms select only one example to query its label at one time, and update the classifier. In contrast, batch-mode active learning algorithms select multiple examples at one time. It is more efficient since the classifier is trained fewer times. More importantly, it is able to take into account the information overlap among the multiple examples. Both fully sequential and batch-model active learning are adaptive, as in the query process, the newly labeled data in an earlier iteration can be used to guide the selection of unlabeled data in a latter iteration (e.g., by updating the classifier). In contrast, one-shot active learning is non-adaptive.

In this paper, we consider batch-mode active learning, because it is more general than the other two query strategies both in theory and practice. It can be directly adapted to fully sequential and one-shot active learning, by simply setting the batch-size to one or to a sufficient large number.

On the other hand, the most widely used criteria for active learning include but not limited to uncertainty sampling [27, 21], query by committee [13], mutual information [24, 16], experimental design [29, 3], and expected error minimization [15, 14]. Besides these practical algorithms mentioned above, there are also several theoretical studies [5, 12, 7, 18, 1], which provide bounds on the label complexity. The method we are going to propose belongs to the family of expected error minimization. The main advantage of the methods in this family is that the criteria are minimizing certain kind of error bounds, which directly relate the label selection procedure with the prediction error. As a result, we are particularly interested in designing such kind of active learning algorithm.

With the above motivation, we present a batch-mode active learning method, which is based on the well-known statistical model of logistic regression [19]. One advantage of logistic regression is that it has an inherent model assumption and thus it is amenable to theoretical analysis. Furthermore, it is in nature a classification model and consequently more suitable for active learning towards classification. We perform a finite sample analysis on the logistic regression
and derive an error bound on the class distribution conditioned on any fixed training sample. This bound is essential because it is different from a typical PAC-style error bound for model-free passive learning [8], that relies on the i.i.d. assumption of the example-class pairs. In contrast, our derived bound allows the training examples to be dependent, which meets the scenario of active learning. Furthermore, the derived error bound does not contain the class labels of the training sample, which allows us to do minimization by choosing training examples without knowing their labels. We propose an active learning criterion to select the examples by minimizing this upper bound iteratively. The resulting method is a combinatorial optimization problem, which is relaxed and solved approximately by projected gradient descent. It is worth noting that the derivation approach we proposed is quite general and is applicable to other generalized linear models beyond logistic regression.

As we mentioned before, although we mainly study batch-mode active learning in this paper, our proposed method supports fully sequential and one-shot active learning as well. Furthermore, unlike many active learning methods [5, 12, 7], which rely on sampling the hypothesis space, our method is deterministic and easy to implement. Extensive experiments on UCI datasets and text datasets show that the proposed method significantly outperforms the state-of-the-art active learning methods.

The remainder of this paper is organized as follows. In Section 2, we analyze the logistic regression, and derive a finite sample error bound on its response distribution. In Section 3, we present an active learning criterion based on minimizing the derived error bound, followed by its optimization algorithm. We discuss some related methods in Section 4. The experiments are demonstrated in Section 5. Finally, we draw conclusions and point out the future work in Section 6.

2FINITE SAMPLE ANALYSIS OF LOGISTIC REGRESSION

In this section, to keep this paper self-contained, we first briefly review logistic regression [19]. Then we derive an estimation error bound for the conditional class distribution based on finite-sample analysis. It is among the main contributions of this paper, and is the theoretical underpinning of the active learning approach proposed in the next section.

2.1 NOTATION

Throughout this paper, we will use lower case letters to denote scalars, lower case bold letters to denote vectors, upper case letters to denote the elements of a matrix or a set, and bold-face upper case letters to denote matrices. I is an identity matrix with an appropriate size. We use superscript $^T$ to denote the transpose of a vector or a matrix. The $\ell_2$-norm of a vector $x \in \mathbb{R}^d$ is defined as $\|x\|_2 = \sqrt{\sum_{i=1}^d x_i^2}$. The spectral norm of a matrix $A$ is defined as $\|A\|_2 = \max_{\|x\|_2=1} \|Ax\|_2$. In particular, for a squared matrix $A \in \mathbb{R}^{d \times d}$, we denote its maximum eigenvalue by $\lambda_{\max}(A)$, and its minimum eigenvalue by $\lambda_{\min}(A)$. We use $[n]$ to denote the index set $\{1, 2, \ldots, n\}$. Given a matrix $X \in \mathbb{R}^{d \times n}$, $X_L$ denotes a submatrix of $X$, which consists of the columns of $X$ indexed by $L \subset [n]$. $x_i$ denotes the $i$-th column of $X$. And for a symmetric matrix $D \in \mathbb{R}^{n \times n}$, $D_{LL}$ denotes a submatrix of $D$, which contains the rows and columns indexed by $L$.

2.2 LOGISTIC REGRESSION

Let us consider the binary classification case for simplicity. Given a sample set $S = \{(x_i, y_i)\}_{i=1}^n$ where $x_i \in \mathbb{R}^d$ and $y_i \in \{\pm 1\}$, to have a simpler derivation without considering the bias term $\theta$, one often augments each example with an additional dimension: $x_i^T \leftarrow [x_i^T; 1]$ and $w^T \leftarrow [w^T; \theta]$. In logistic regression [19], the conditional class probability $Pr(y|x)$ is given by

$$Pr(y|x; w) = \sigma(yw^T x),$$

where $\sigma(a)$ is the logistic sigmoid function, i.e., $\sigma(a) = 1/(1 + \exp(-a))$. Note that $\sigma(a)$ is a concave function when $a > 0$.

To avoid over-fitting, we place a prior on $w$ in the form of a zero-mean Gaussian distribution with isotropic covariance, i.e., $N(0, 1/\lambda I)$, and seek a $w$ which maximizes the log-likelihood of the posterior distribution given the training data $S$, which is equivalent to

$$\hat{w} = \arg \min_w \lambda \|w\|_2^2 - \frac{1}{n} \sum_{i=1}^n \log \sigma(y_i w^T x_i), \quad (1)$$

where $\lambda$ is a positive regularization parameter. Eq. (1) is also known as penalized logistic regression, or more precisely, $\ell_2$-regularized Logistic regression. It is worth noting that although logistic regression is called “regression”, it is in nature a classification model, because its response is binary and it directly estimates the conditional class probability given the data. This is also the reason that we deem that deriving an active learning algorithm based on logistic regression is more natural and effective for classification than inventing one from the real regression models [29, 14].

2.3 ERROR BOUNDS FOR LOGISTIC REGRESSION

In the following, we will analyze $\ell_2$-regularized logistic regression reviewed above. First of all, we assume that there exists an unknown true parameter $w_* \in \mathbb{R}^d$, by which the class label of an example is generated as follows

$$Pr(y|x) = \sigma(yw_*^T x). \quad (2)$$
where $\|w_\ast\|_2 \leq R$ for some $R > 0$. This is our model assumption. All the theoretical results we are going to present are built up on this assumption.

Without loss of generality, we assume $\|x_i\|_2 \leq 1$ for all $i$. Then it is easy to verify that

$$\left\| \frac{1}{n} \sum_{i=1}^{n} x_i x_i^\top \right\|_2 \leq 1.$$

The following theorem provides a bound on the estimation error of $\tilde{w}$, which is central in our theoretical results. The detailed proofs can be found in the supplementary material.

**Theorem 1.** For any fixed sample $S = \{(x_i, y_i)\}_{i=1}^{n}$, where $y_i$ follows the conditional distribution as in Eq. (2), and $\|x_i\|_2 \leq 1$ for all $i$. If $\tilde{w}$ is the estimated weight vector by logistic regression on $S$, then the estimation error of $\tilde{w}$ is upper bounded as

$$E_{Y|X} [\|\tilde{w} - w_\ast\|_2] \leq C_1 \lambda_{\max} \left( \left( \lambda I + \frac{1}{n} X D X^\top \right)^{-1} \right),$$

where $E_{Y|X}$ is the shorthand for $E_{y_1,\ldots,y_n|x_1,\ldots,x_n}$. Define $f(w) = \lambda \|w\|_2^2 - 1/n \sum_{i=1}^{n} \log \sigma(y_i w^\top x_i)$. Let $\tilde{w} = \arg \min_w f(w)$.

Define $g(\Delta)$ as follows

$$g(\Delta) = E_{Y|X} \left[ \|w_\ast + \Delta\|_2^2 - \frac{1}{n} \sum_{i=1}^{n} \log \sigma(y_i (w_\ast + \Delta)^\top x_i) \right] - \lambda \|w_\ast\|_2^2 + \frac{1}{n} \sum_{i=1}^{n} \log \sigma(y_i w_\ast^\top x_i),$$

where $\Delta = w - w_\ast$. It is easy to verify that $g(0) = 0$. Using the optimality of $\tilde{w}$, we have $f(\tilde{w}) \leq f(w_\ast)$, yielding

$$\lambda \|\tilde{w}\|_2^2 - \frac{1}{n} \sum_{i=1}^{n} \log \sigma(y_i \tilde{w}^\top x_i) \leq \lambda \|w_\ast\|_2^2 - \frac{1}{n} \sum_{i=1}^{n} \log \sigma(y_i w_\ast^\top x_i).$$

Therefore, we have $g(\tilde{\Delta}) \leq 0$ with $\tilde{\Delta} = \tilde{w} - w_\ast$. Suppose that we show for some radius $B > 0$, and for $\Delta \in \mathbb{R}^d$ with $\|\Delta\|_2 = B$, we have $g(\Delta) > 0$. We then can claim that $\|\Delta\|_2 \leq B$. We prove it by contradiction: If $\tilde{\Delta}$ lies outside the ball of radius $B$, then by convexity of $g(\cdot)$, we have

$$g(t\tilde{\Delta} + (1-t)0) \leq t g(\tilde{\Delta}) + (1-t)g(0) \leq 0,$$

for some appropriately chosen $t \in (0, 1)$ such that $t(\tilde{\Delta} + (1-t)0)$ lies on the boundary of the ball. This is contradict with the fact that $g(t\tilde{\Delta} + (1-t)0) > 0$.

By some calculations, we have

$$g(\Delta) \geq C_{\min} B^2 - B - 2\lambda RB + \lambda B^2,$$

where $C_{\min} = \lambda_{\min} (1/n \sum_{i=1}^{n} \sigma(w_\ast^\top x_i)(1 - \sigma(w_\ast^\top x_i))x_i x_i^\top)$. It is easy to show that $B = (1 + 2\lambda R)/(C_{\min} + \lambda)$ makes $g(\Delta) > 0$. Based on previous argument, since $g(\Delta) \leq 0$, we have

$$\|\tilde{\Delta}\|_2 \leq \frac{1 + 2\lambda R}{C_{\min} + \lambda} = \lambda_{\min} (1/n \sum_{i=1}^{n} \sigma(w_\ast^\top x_i)(1 - \sigma(w_\ast^\top x_i))x_i x_i^\top) \leq \lambda_{\max} \left( \left( \lambda I + \frac{1}{n} \sum_{i=1}^{n} D_i x_i x_i^\top \right)^{-1} \right)^{-1}.$$

**Remark 1:** The above bound is derived by analyzing the second-order Taylor expansion of Eq. (1). If we simply use the strongly convex property of Eq. (1), we cannot get the desired bound, because the information of the second-order derivative will not be fully utilized. Consequently, the above bound is sharper than the bound derived by strong convexity.

In logistic regression, the classification of a new example is solely based on its estimated conditional class probability. Therefore, we aim to bound the estimation error of the conditional class probability rather than $(\tilde{w}^\top \tilde{v} - w_\ast^\top v)^2$ as in linear regression. Based on Theorem 1, we can prove the following theorem, which achieves our goal.

**Theorem 2.** For any fixed sample $S = \{(x_i, y_i)\}_{i=1}^{n}$ where $y_i$ follows the conditional distribution as in Eq. (2), and $\|x_i\|_2 \leq 1$ for all $i$. If $\tilde{w}$ is the estimated weight vector by logistic regression on $S$, then the estimated conditional class probability on a validation set $\{v_j\}_{j=1}^{m}$ is upper bounded as

$$E_{Y|X} \left[ \frac{1}{m} \sum_{j=1}^{m} \left( \Pr(y|v_j; \tilde{w}) - \Pr(y|v_j; w_\ast) \right)^2 \right] \leq C_2 \text{tr} \left( \left( \lambda I + \frac{1}{n} X D X^\top \right)^{-1} V \Sigma V^\top \right),$$

where $C_2 = (1 + \lambda R)^2 (\lambda + 1)^2 / \lambda^2$, $X = [x_1, \ldots, x_n]$ and $V = [v_1, \ldots, v_m]$, $\Sigma$ is a diagonal matrix with diagonal elements defined as follows

$$\Sigma_{jj} = (1 - \sigma(w_\ast^\top v_i)) \sigma(\tilde{w}^\top v_i),$$

with $\tilde{w} = w_\ast + \alpha (\tilde{w} - w_\ast)$ for some $\alpha \in [0, 1]$. 

\[ \]
Proof. (Sketch of proof): Consider the second-order Taylor expansion of \( \sigma(\tilde{w}^T v_j) \), we have the following inequality,
\[
\sigma(\tilde{w}^T v_j) = \sigma(w_*^T v_j) + \sigma(\tilde{w}^T v_j) (1 - \sigma(\tilde{w}^T v_j)) v_j \cdot \tilde{\Delta},
\]
where \( \tilde{w} = w_* + \alpha(\tilde{w} - w_*) = w_* + \alpha \tilde{\Delta} \) for some \( \alpha \in [0, 1] \).
Then we have
\[
\mathbb{E}_{Y|X} \left[ \sum_{j=1}^{m} (\Pr(y|v_j, \tilde{w}) - \Pr(y|v_j, w^*))^2 \right] = \sum_{j=1}^{m} (\sigma(\tilde{w}^T v_j) - \sigma(w_*^T v_j))^2 = \sum_{j=1}^{m} (\sigma(\tilde{w}^T v_j) (1 - \sigma(\tilde{w}^T v_j)) v_j \cdot \tilde{\Delta})^2 = \sum_{j=1}^{m} (\Sigma_{jj} v_j \cdot \tilde{\Delta})^2,
\]
which can be further bounded by Theorem 1.

Remark 2: All the above theoretical results hold under the conditional expectation with respect to the conditional class distribution \( \Pr(Y|X) \), given any fixed design matrix \( X \). They do not require either \( \{ (x_i, y_i) \}_{i=1}^n \) or \( \{ x_i \}_{i=1}^n \) to be i.i.d., which is the common assumption in passive learning. In addition, the derived bounds do not depend on the class labels of the training sample explicitly.

It can be observed from Theorem 2 that, the expected estimation error of the conditional class probability \( P(Y|X) \) on a validation set is upper bounded by a term which can be approximately computed based on the training set together with the validation set without their labels. Therefore, they can be used to guide the design of active learning algorithms, because the examples in the pool are not only dependent (starting from the second round of label query) in active learning, but also unlabeled. It also explains why we need to derive such a kind of bounds to design active learning algorithms rather than using existing PAC-style bounds for model-free learning [8]. In a nutshell, we can minimize this bound by choosing a subsample of the training set. We will discuss this in details in the next section.

3 ACTIVE LEARNING BASED ON ERROR BOUND MINIMIZATION

Before presenting the new active learning method, let us recall the basic setting of batch-mode active learning as follows. Given a training data matrix, i.e., \( X = [x_1, \ldots, x_n] \in \mathbb{R}^{d \times n} \), and an initial labeled set \( \mathcal{L} \), together with a set of unlabeled examples, i.e., \( \mathcal{U} \). Batch-mode active learning operates in \( T \) iterations. In each iteration, the learner will choose \( b \) examples (denoted by \( B \)) from the unlabeled set \( \mathcal{U} \) to label, and add these labeled examples into the existing labeled set \( \mathcal{L} \) (also remove \( B \) from the unlabeled set \( \mathcal{U} \)). The goal of batch-mode active learning is to find \( bT \) examples in total, which are the most informative examples, namely selected subsample set, to query their labels.

3.1 THE CRITERION

The proposed active learning method is motivated by Theorem 2. In Theorem 2, we can see that the estimation error of the conditional class probability is upper bounded by \( \text{tr}(\Sigma \Sigma^T (\lambda I + 1/nXX^T)^{-1} V V^T \Sigma^2) \), where \( D \) and \( \Sigma \) are depending on \( w_* \) and \( \tilde{w} \). Since \( w_* \) and \( \tilde{w} \) are unknown, we cannot calculate \( D \) and \( \Sigma \) exactly. Instead, we use the current \( \tilde{w} \) to approximate \( w_* \) and \( \tilde{w} \). Based on the approximate \( D \) and \( \Sigma \), we can choose \( b \) examples from \( \mathcal{U} \) which minimizes the upper bound. Then we will use these newly labeled \( b \) examples together with existing labeled examples to update the classifier. After that, we may get better approximations to \( D \) and \( \Sigma \). This process is repeated until the label budget is used out.

More specifically, in the \( t \)-th iteration, we have labeled set \( \mathcal{L} \) and unlabeled set \( \mathcal{U} \). We also have the classifier \( \tilde{w}_t \), based on which we can get approximations of \( D \) and \( \Sigma \). Then we are going to choose the next \( b \) examples by minimizing the following criterion,
\[
\arg \min_{B \subseteq \mathcal{U}} \text{tr} \left( \Sigma \Sigma^T (\lambda I + X_B D_B X_B^T)^{-1} V V^T \Sigma^2 \right),
\]
where we absorb \( 1/n \) into \( \lambda \). By introducing \( \tilde{v}_j = \sum_{j=1}^{m} v_j \) and \( \tilde{x}_i = \sum_{j=1}^{m} D_{ij} x_i \), the above optimization problem can be simplified as
\[
\arg \min_{B \subseteq \mathcal{U}} \text{tr} \left( \tilde{V} \tilde{V}^T (\lambda I + \tilde{X}_B \tilde{X}_B^T)^{-1} \tilde{V} \right). \tag{5}
\]
It is a combinatorial optimization problem. Similar problems have been encountered in previous work [29]. One way to solve it is applying the sequential minimization algorithm derived in [29] \( b \) times, to get a batch \( B \). However, this sacrifices the advantage of batch-mode active learning, because it neglects the information overlap among examples. Another way is formulating it as a semi-definite programming [9], which is computationally very expensive. Here, we do some relaxation and use the projected gradient descent to solve it, following the idea adopted in [14].

3.2 OPTIMIZATION

We introduce a selection matrix \( S \in \mathbb{R}^{[\mathcal{U}] \times b} \), which is defined as
\[
S_{ij} = \begin{cases} 
1, & \text{if the } i\text{-th example in } \mathcal{U} \text{ is selected as the } j\text{-point in } \mathcal{B} \\
0, & \text{otherwise.}
\end{cases}
\]
It is easy to check that each column of S has one and only one 1, and each row has at most one 1. We denote the constraint set for S by \( S_1 = \{ S | S \in \{ 0, 1 \}^{p \times b}, S^T S = I \} \).

With S, we have \( \tilde{X}_B = \tilde{X}S \). Then Eq. (5) can be simplified as

\[
\arg \min_{S \in S_1} \text{tr} \left( V^T (\lambda I + \tilde{X}SS^T \tilde{X}^T)^{-1} V \right).
\]

The above optimization problem is almost continuous, except the constraint set \( S_1 \). In order to apply continuous optimization algorithms, we relax it into the following continuous domain, i.e., \( S_2 = \{ S | S \geq 0, S^T S = I \} \).

Since the projection onto \( \{ S : S^T S = I \} \) is computationally expensive, we would like to design an algorithm in which the constraint \( S^T S = I \) is automatically satisfied after each gradient descent. To cope with \( S^T S = I \), we introduce a Lagrange multiplier \( \Lambda \in \mathbb{R}^{b \times b} \), and write down the Lagrangian function as

\[
L(S) = \text{tr} \left( V^T (\lambda I + \tilde{X}SS^T \tilde{X}^T)^{-1} V \right) + \text{tr} \left( \Lambda (S^T S - I) \right).
\]

The derivative of \( L(S) \) with respect to \( S \) is

\[
\frac{\partial L}{\partial S} = -2 \tilde{X}^T B XS + 2SA,
\]

where \( B = A^{-1}(V^T V)^{-1}A^{-1} \) and \( A = \lambda I + \tilde{X}SS^T \tilde{X}^T \).

Using the fact that \( S^T S = I \) yields \( \Lambda = S^T \tilde{X}^T B XS \).

Substituting the Lagrange multiplier \( \Lambda \) back into Eq. (6), we obtain the derivative depending solely on S. Then following [14], we can use projected gradient descent to find a local optimal solution for Eq. (6), where the projection is only onto \( \{ S : S \geq 0 \} \). After the local optimal \( S^* \) is obtained, we can discretize it to obtain the desired solution. The analysis of the gap between the local optimta and the global optima is challenging and perhaps an open problem. It may be helpful to realize that \( S_2 \) is a matching polytope [23] for such kind of analysis.

In summary, we present the whole algorithm for active learning based on error bound minimization in Algorithm 1. Since our algorithm is designed from logistic regression, we call it Logistic Bound. In the special case that \( b = 1 \), i.e., fully sequential active learning, we do not need to use projected gradient descent in each iteration. In that case, we can find the best single example by sorting.

We emphasize that \( \alpha \) in Theorem 2 is some parameter within \([0, 1]\). This parameter comes from the mean value theorem in the derivation. It is not a parameter of our algorithm, because we use \( \tilde{w} \) to approximate \( w \) in Algorithm 1. So we do not need to tune \( \alpha \) at all.

### Algorithm 1 Batch-Mode Active Learning Based on Error Bound Minimization (Logistic Bound)

**Input**: \( X, V \), number of iterations \( T \), batch size \( b \), regularization parameter \( \lambda \), initial labeled set \( L \) and unlabeled set \( U \);

**for** \( t = 1 \rightarrow T \) **do**

- Compute \( \tilde{w}_t \) based on \( L \);
- Compute \( D \) and \( \Sigma \) based on Eqs. (3) and (4);
- Compute \( B \subset U \) based on Eq. (5);
- Update \( L = L \cup B \) and \( U = U \setminus B \);

**end for**

### 3.3 TIME COMPLEXITY

In this subsection, we analyze the time complexity of the proposed active learning algorithm. The computation of Eq. (6) involves \( A^{-1} \), which is the inverse of a \( d \times d \) matrix. However, we do not need to compute it directly. Since \( A^{-1} = (\lambda I + \tilde{X}SS^T \tilde{X}^T)^{-1} \), by applying the Woodbury matrix identity, we have \( A^{-1} = 1/(\lambda I - 1/\lambda \Sigma) \). Thus, the total complexity of computing the gradient in Eq. (6) can be reduced to \( O(ndb + db^2 + b^3) \), which is dominated by \( O(ndb) \) because \( b \) is often set to 5 to 50. The total complexity of the projected gradient descent is \( O(ndbt) \), where \( t \) is the iteration number. The time complexity is clearly linear to the sample size \( n \), and the dimension of the input space \( d \).

### 4 RELATED WORK

In this section, we show the connections of the proposed approach with some existing active learning methods.

One thread of related work is experimental design [2]. For instance, Yu et al. [29] proposed transductive experimental design (TED), whose intent is to select the examples to learn a least squares regression function which has minimum prediction variance on the validation data. As we mentioned before, it is a non-adaptive active learning method, because the label information of the selected examples cannot be utilized to select subsequent unlabeled examples. Intuitively, taking into account the labels of queried examples is beneficial for subsequent label query. Our method is able to utilize the labeled examples obtained up to now to choose the next batch of examples through \( D \) and \( \Sigma \). Recall that in our method, each example in the pool is weighted by \( D_{ii} = \sigma(\tilde{w}^T x_i) (1 - \sigma(\tilde{w}^T x_i)) \).

Apparently, the more uncertain an example is, the bigger its weight will be (because \( D_{ii} \) is maximized when \( \sigma(\tilde{w}^T x_i) = 1/2 \)). In the special case, if \( \sigma(\tilde{w}^T x_i) = 1/2 \) for every example in the pool, then all the examples are equally weighted, and our method will degrade to TED. By applying the derivation technique to ridge regression, we
can obtain a very similar result to [29]. However, using the derivation technique from experimental design, we cannot get the results in this paper. So the derivation technique used in this paper is more general.

The second line of related work is active learning based on logistic regression [30, 26]. Based on the asymptotic analysis, Zhang and Oles [30] derived the inverse of the Fisher information matrix of the maximum likelihood estimation (MLE) of logistic regression, which measures the variance of model. Thus they proposed an active learning criterion by minimizing the variance. Our criterion derived in Theorem 2 is from finite sample analysis, which is non-asymptotic and different from the criterion derived in [30]. Since finite sample error bounds characterize the behavior of a classifier provided with a finite training sample, they provide more accurate guidance on algorithm design than asymptotic analysis. Following this seminal work, several incremental studies were presented, which solve the same criterion using different sophisticated optimization algorithms. For example, Hoi et al. [20] proposed to reformulate it as a submodular function maximization problem.

On the other hand, Guo and Schuurmans [17] proposed a batch-mode active learning algorithm based on logistic regression, by maximizing the likelihood on the labeled training sample and minimizing the entropy on the selected unlabeled training sample. The main innovation lies in the optimization part rather than the theoretical results.

The last but not least related work is the family of expected error minimization-based approaches. Recently, Gu et al. [14] proposed an active learning method based on minimizing the out-of-sample error bound for Laplacian regularized least squares (LapRLS) [6], a semi-supervised version of least squares regression. It sheds light on designing active learning algorithms via deriving certain kind of error bounds, which do not rely on the i.i.d assumption of the training sample nor the class labels. The method is non-adaptive\(^1\), raising a question that whether we can design an adaptive active learning algorithm along this line. Our result in this paper is in the affirmative. However, the linear regression model as well as the derivation technique used there are not capable to achieve this goal. So we study logistic regression with a new analyzing technique instead. Note also that in the supervised case, the methods proposed in [14] and [29] are identical in terms of the criterion.

\(^1\)It is nonadaptive, in the sense that when the model (\(\hat{w}\)) is updated using the newly labeled examples, the algorithm is not able to use the information from the updated model (\(\hat{w}\)) to choose next batch of examples to label. In fact, the active learning algorithm in [14] does not use any information from \(\hat{w}\) in the process of active learning, because its criterion does not depend on \(\hat{w}\).

## 5 EXPERIMENTS

In this section, we evaluate the proposed method on both UCI datasets [3] (wdbc, wpbc, sonar, heart, australian, diabetes, splice) and two text datasets (Text1 and Text2) generated from the famous 20-newsroups data set\(^2\). For the text datasets, the original number of features (words) is 8,014. We apply principal component analysis (PCA) to reduce the input dimensionality by projecting the data onto its leading principal components, where the number of principal component is determined such that it accounts for 95% of its total variance. For each example, we normalize it into a vector with unit \(\ell_2\)-norm.

### 5.1 EXPERIMENTAL SETUP AND BASELINES

In order to randomize the experiments, in each run of experiments, we use 50% data as the training examples. The remaining 50% data is used as test set. We use the training set for active learning and evaluate the prediction performance on the fixed test set. This random split was repeated 20 times, thus we can do statistical significance test.

We study a difficult case of active learning, where we start with one randomly selected example per class. All the algorithms start with the same initial labeled set, unlabeled set and test set.

To demonstrate the effectiveness of our proposed method, we compare it with existing state-of-the art algorithms, including one fully sequential active learning approach, one non-adaptive active learning algorithm, and three batch-mode active learning methods. We summarize these methods as follows:

**Random Sampling (Random):** It is the simplest baseline, which uniformly selects examples from the candidate set as training data.

**Query the informative and representative examples (QUIRE) [22]:** it is a fully sequential active learning algorithm.

**Transductive experiment design (TED) [29]:** it is a non-adaptive active learning method. Note that it selects all the examples to label at one shot.

**SVM batch-mode active learning (SVM BMAL) [21]:** in our empirical study, we found that it consistently outperforms SVM active learning [27], so we only demonstrate its results while omit the results of SVM active learning. We use linear kernel for SVM. In fact, SVM active learning can be seen as a special case of SVM BMAL, where the batch size is equal to 1.

**Discriminative batch-mode active learning (Disc) [17]:** it is a batch-mode active learning algorithm based on logistic regression.

\(^2\)http://people.csail.mit.edu/jrennie/20Newsgroups/
Table 1: Win/tie/loss counts for the proposed method versus the other methods during the whole active learning process, based on paired t-test at 95% significance level. The first column is the dataset name (#examples/#features).

<table>
<thead>
<tr>
<th>Datasets</th>
<th>vs Random</th>
<th>vs QUIRE</th>
<th>vs TED</th>
<th>vs SVM BMAL</th>
<th>vs Disc</th>
<th>vs Fisher</th>
</tr>
</thead>
<tbody>
<tr>
<td>wdbc(569/30)</td>
<td>14/6/0</td>
<td>18/2/0</td>
<td>8/12/0</td>
<td>18/2/0</td>
<td>17/3/0</td>
<td>10/10/0</td>
</tr>
<tr>
<td>wpbc(198/33)</td>
<td>9/6/5</td>
<td>9/6/5</td>
<td>13/7/0</td>
<td>4/12/4</td>
<td>10/6/4</td>
<td>11/6/3</td>
</tr>
<tr>
<td>sonar(208/60)</td>
<td>2/16/2</td>
<td>13/7/0</td>
<td>18/2/0</td>
<td>14/6/0</td>
<td>20/0/0</td>
<td>19/1/0</td>
</tr>
<tr>
<td>heart(270/13)</td>
<td>9/11/0</td>
<td>19/1/0</td>
<td>6/13/1</td>
<td>20/0/0</td>
<td>5/15/0</td>
<td>14/6/0</td>
</tr>
<tr>
<td>australian(690/14)</td>
<td>14/6/0</td>
<td>20/0/0</td>
<td>10/10/0</td>
<td>10/10/0</td>
<td>20/0/0</td>
<td>20/0/0</td>
</tr>
<tr>
<td>diabetes(768/8)</td>
<td>1/19/0</td>
<td>20/0/0</td>
<td>11/9/0</td>
<td>20/0/0</td>
<td>17/3/0</td>
<td>15/5/0</td>
</tr>
<tr>
<td>splice(1000/60)</td>
<td>15/4/1</td>
<td>18/2/0</td>
<td>14/5/1</td>
<td>18/2/0</td>
<td>16/4/0</td>
<td>0/19/1</td>
</tr>
<tr>
<td>text1(1980/991)</td>
<td>20/0/0</td>
<td>20/0/0</td>
<td>13/5/2</td>
<td>20/0/0</td>
<td>19/1/0</td>
<td>19/1/0</td>
</tr>
<tr>
<td>text2(1990/768)</td>
<td>18/2/0</td>
<td>20/0/0</td>
<td>9/10/1</td>
<td>20/0/0</td>
<td>18/2/0</td>
<td>18/1/1</td>
</tr>
</tbody>
</table>
Fisher information of logistic regression (Fisher) [20]: It is also a batch-mode active learning based on logistic regression. However, it is derived from non-asymptotic analysis of logistic regression.

For our method, the validation set $V$ is set to the same as the pool of unlabeled examples. Recall that our method does not require the labels of the validation set either.

For each dataset, we let the active learning methods incrementally choose $b = 5$ examples to label, and perform $T = 20$ iterations in total (except for wpbc, where we only perform $T = 19$ iterations due to limited examples). We did not compare with [16], because we were not able to acquire a working implementation of this algorithm. According to the experimental results (Table 1) reported in [16], its performance is statistically similar to Disc [17]. We did not use semi-supervised classifiers. Hence the approach proposed in [14] reduces to TED. Most of the implementations are provided by the authors of the corresponding papers.

One issue with most of the active learning methods we investigated is that they are invented based on different classifiers. For example, TED is designed for ridge regression. Disc and Fisher are developed based on logistic regression.

We use different classifiers for different active learning approaches, because we found that using the classifier based on which the active learning method is derived can lead to better results than using other classifiers. Furthermore, for each active learning method, its parameter and the parameter of its corresponding classifier are tuned by 5-fold cross validation on the labeled set through searching the grid $\{10^{-3}, 10^{-2}, \ldots, 10^3\}$.

5.2 RESULTS AND DISCUSSIONS

The experimental results are shown in Figure 1. In all subfigures, the x-axis represents the number of labeled examples, while the y-axis is the averaged classification accuracy on the test data over 20 runs.

We compare all the active learning methods during the entire query process. Recall that in Figure 1, there are 20 query points (except for wpbc, which has only 19), with 20 results on each of them. We therefore run a 2-sided paired t-test at each query point, at 95% significance level. The results of t-test can be categorized into three cases: (i) our method outperforms a specific algorithm significantly, denoted by “win”; (ii) our method is significantly worse than a specific algorithm, denoted by “lose”; (iii) otherwise, denoted by “tie”. We summarize the t-test results in terms of the count of “win”, “tie” and “lose” in Table 1.

We observe that the proposed method outperforms the other methods significantly at most cases. SVM, BMAL and QUIRE are often the worst. The reason is probably that their criteria are not related to prediction performance. The performance of Disc is satisfactory. Yet it performs well on some datasets while not very well on other datasets. The performance of TED and Fisher are comparable. Although TED aims to minimize the variance of prediction, [14] showed that it is actually consistent with minimizing the out-of-sample error of ridge regression. This explains its good performance. However, since TED is a non-adaptive active learning method, it cannot fully utilize the label information during the query process. This limits its performance on many datasets. Fisher minimizes the uncertainty of the model, which does not necessarily lead to small generalization error. However, it happens that the uncertainty reduction criterion for logistic regression derived in [30] is a little similar to our criterion. This may interpret its general good performance. The superior performance of our method is attributed to its theoretical foundation, which guarantees that the classifier can achieve small prediction error on the unseen data. Lastly, we found that the performance of random sampling is not bad. As an unbiased label selection procedure, random sampling is at least a consistent algorithm to choose the training sample, as is widely done in passive learning. This is consistent with the result reported in [17].

5.3 STUDY ON THE BATCH SIZE

In previous experiments, we fixed the batch size to 5, which could be biased in comparison. So we will compare our method with those batch-mode active learning algorithms under different settings of batch size here. We vary the batch size using the grid $\{1, 5, 10, 20, 30, 60\}$ and show the results with 60 labeled examples in Figure 2. We only show the results on three datasets (Sonar, Heart and Text1). Similar results can be observed on the other datasets.

It can be seen that under different batch sizes, our method outperforms the other batch-mode active learning algorithms in most cases. This strengthens the superiority of our method over the others. In addition, we also observe some interesting results. For example, for some batch-mode active learning algorithms such as SVM, BMAL and Disc, their performance of using a batch size of more than one example sometimes seems not as good as choosing a single example at each round. This implies that they may not be able to address the information overlap among examples very well. In contrast, our method is able to exploit the interdependence among examples, because our method usually achieves better results with batch-size larger than one.

In addition, we found that our method obtains the best result when the batch size is either not too small ($b = 1$) nor too large ($b = 60$). This is quite reasonable, because when $b = 1$, it is a fully sequential strategy, and we cannot utilize the dependence among examples. On the contrary, if the batch size is too large (such as one-short active learning in
the extreme case), the information contained in the newly labeled examples cannot be immediately exploited through updating the classifier, which may limit its performance. This somehow implies the superiority of batch-mode active learning against both fully sequential and one-short active learning. It also suggests us to choose a medium size of batch in practice. More rigorous analysis is required in the future work.

6 CONCLUSIONS AND FUTURE WORK

In this paper, we present a novel active learning method based on out-of-sample error bound minimization. We use logistic regression as a running example to derive the algorithm. We would like to emphasize that the derivation technique developed in this paper applies to other generalized linear models, or even more sophisticated graphical models. In our future work, we will study these alternatives. We also plan to conduct comparisons with some other batch-mode active learning methods proposed recently [4, 10, 28]. On the other hand, we aim to develop an algorithm solving Eq. (5) with provable guarantee.
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