Constraints on the nucleon strange form factors at $Q^2 \sim 0.1 \text{ GeV}^2$
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Abstract

We report the most precise measurement to date of a parity-violating asymmetry in elastic electron–proton scattering. The measurement was carried out with a beam energy of 3.03 GeV and a scattering angle ($\theta_{\text{lab}}$) = 6.0°, with the result $A_{PV} = (-1.14 \pm 0.24(\text{stat}) \pm 0.06(\text{syst})) \times 10^{-6}$. From this we extract, at $Q^2 = 0.099$ GeV$^2$, the strange form factor combination $G_E^s + 0.808G_M^s = 0.030 \pm 0.025(\text{stat}) \pm 0.006(\text{syst}) \pm 0.012(\text{FF})$ where the first two errors are experimental and the last error is due to the uncertainty in the neutron electromagnetic form factor. This result significantly improves current knowledge of $G_E^s$ and $G_M^s$ at $Q^2 \sim 0.1$ GeV$^2$. A consistent picture emerges when several measurements at about the same $Q^2$ value are combined: $G_E^s$ is consistent with zero while positive values are favored for $G_M^s$, though $G_E^s = G_M^s = 0$ is compatible with the data at 95% C.L.

© 2006 Elsevier B.V. All rights reserved.

1. Introduction

The nucleon is a bound state of three valence quarks, but a rich structure is evident when it is probed over a wide range of length scales in scattering experiments. A “sea” of virtual quark–antiquark pairs of the three light (up, down and strange) flavors and gluons surrounds each valence quark. One way to probe the sea is to investigate whether strange quarks contribute to the static properties of the nucleon. Establishing a non-trivial role for the sea would provide new insight into non-perturbative dynamics of the strong interactions.

In one class of measurements, elastic lepton–nucleon electromagnetic scattering is used to measure electric and magnetic form factors, which are functions of the 4-momentum transfer $Q^2$ and carry information on the nucleon charge and magnetization distributions. Weak neutral current (WNC) elastic scattering, mediated by the $Z^0$ boson, measures form factors that are sensitive to a different linear combination of the three light quark distributions. When combined with proton and neutron electromagnetic form factor data and assuming charge symmetry, the strange electric and magnetic form factors $G_E^s$ and $G_M^s$ can be isolated, thus accessing the nucleon’s strange quark charge and magnetization distributions [1].

Parity-violating electron scattering is a particularly clean experimental technique to extract the WNC amplitude [2,3]. Such experiments involve the scattering of longitudinally polarized electrons from unpolarized targets, allowing the determination of a parity-violating asymmetry $A_{PV} \equiv (\sigma_R - \sigma_L)/(\sigma_R + \sigma_L)$, where $\sigma_{R(L)}$ is the cross section for incident right (left)-handed electrons. $A_{PV}$ arises from the interference of the weak and electromagnetic amplitudes [4]. Typical asymmetries are small, ranging from 0.1 to 100 parts per million (ppm).

Four collaborations have published $A_{PV}$ measurements in elastic electron–proton scattering. The SAMPLE result [5] at a backward angle constrained $G_M^s$ at $Q^2 \sim 0.1$ GeV$^2$. The HAPPEX [6], A4 [7,8], and G0 [9] results at forward angles constrained a linear combination of $G_E^s$ and $G_M^s$ in the range 0.1 $< Q^2 < 1$ GeV$^2$. While no measurement independently indicates a significant strange form factor contribution, the A4 measurement at $Q^2 = 0.108$ GeV$^2$ and the G0 measurement at slightly higher $Q^2$ each suggest a positive deviation, at the level of $\sim 2\sigma$, from the asymmetry which would be expected with no strange quark contribution [8,9].

In this Letter, we report a new measurement of $A_{PV}$ in elastic electron–proton scattering at $Q^2 \sim 0.1$ GeV$^2$. This first result from experiment E99-115 at the Thomas Jefferson National Accelerator Facility (JLab) has achieved the best precision on $A_{PV}$ in electron–nucleon scattering. The sensitivity of the measurement to strange form factors is similar to that of the recently published A4 measurement [8]. However, the measurement we describe below employs an analog integrating technique which allows very high instantaneous rates. This will ultimately result in a significant reduction in overall statistical and systematic uncertainties. The goal of the experiment is to reach a precision $\delta(A_{PV}) \sim 0.1$ ppm.

2. Description of the apparatus

The experiment is situated in Hall A at JLab. A 35 µA continuous-wave beam of longitudinally polarized 3.03 GeV electrons is incident on a 20 cm long liquid hydrogen target. The highly polarized ($75-85\%$) electron beam is generated from a strained-layer GaAs photocathode using circularly polarized laser light. Scattered electrons are focused by twin spectrometers onto total-absorption detectors situated in heavily-shielded detector huts, creating a clean separation between elastically scattered electrons and inelastic backgrounds. The spectrometers are arranged to create an approximately left–right symmetric acceptance. This not only doubles the accepted scattered flux as compared to the use of a single spectrometer but also reduces the sensitivity of the total accepted rate to the precise beam trajectory at the target. Each spectrometer accepts approximately 5 mrad of solid angle containing a range in scattering angle of approximately 4°–8°.

Elastically-scattered electrons are focused onto detectors, spatially well-separated from inelastic trajectories by a 12 meter dispersion in the spectrometer optics. The electrons are detected by total absorption calorimeters composed of alternating layers of brass and quartz, oriented such that the Cherenkov light generated by the electromagnetic shower is transported by the quartz to one end of the detector. Two separate detector segments in each spectrometer arm cover the full flux of elastically scattered electrons, for a total of 4 detector photomultiplier tubes (PMTs). The PMT responses are integrated; the detector elements and the associated electronics are designed to accept an elastic flux rate of $\sim 100$ MHz at full design luminosity.
The experimental configuration is similar to the previous measurement of $A_{PV}$ at $Q^2 \sim 0.5 \text{GeV}^2$ [6]. The presently reported measurement is enabled by the addition of septum magnets to accept very-forward scattered electrons with $(\theta_{lab}) \sim 6^\circ$, and the introduction of radiation-hard focal plane detectors which can survive the increased scattered electron rate. This configuration is described in more detail in the recent report on the $A_{PV}$ result with a $^4\text{He}$ target [10].

The helicity of the polarized electron beam is set every 33.3 ms; each of these periods of constant helicity will be referred to as a “window”. The helicity sequence is structured as pairs of windows with opposite helicity (“window pairs”), with the helicity of the first window selected pseudo-randomly. The integrated response of the detector PMTs, beam current monitors, and beam position monitors is digitized and recorded into the data stream for each window.

3. Data sample and analysis

The data sample consists of roughly 11 million helicity-window pairs. Loose requirements are imposed on beam quality which remove periods of current, position, or energy instability from the final data set. However, no helicity-dependent cuts are applied. After applying selection criteria, $9.96 \times 10^6$ window pairs remain for further analysis.

The helicity-correlated asymmetry in the integrated detector response, normalized to the average beam current for each window, is computed for each window pair and then corrected for fluctuations in the beam trajectory to form the raw asymmetry $A_{raw}$. The first order dependence on five correlated beam parameters (energy and horizontal and vertical position and angle) is removed by two independent analysis methods. The first method applies linear regression to the window pairs used in the physics analysis. The second method uses a periodic modulation of beam parameters, performed at regular intervals for this purpose, to calibrate the sensitivity of the accepted rate to changes in the beam trajectory. The numerical difference between the two results is negligible compared to the final statistical uncertainty; results from the second method are quoted in this Letter.

The $A_{raw}$ window-pair distribution has an RMS width of $\sim 620$ ppm. Non-Gaussian tails are negligible over more than 4 orders of magnitude. This demonstrates that the distribution is dominated by the counting statistics of an elastically scattered electron rate of $\sim 40$ MHz. Contributions to the fluctuations from background, electron beam, electronic noise or target density are negligible.

The cumulative correction for $A_{raw}$ due to helicity-correlated differences in electron beam position and energy is $-0.079 \pm 0.032$ ppm. This correction is small compared to the statistical error on $A_{raw}$ due to several important factors. First, careful attention is given to the design and configuration of the laser optics in the polarized source to reduce helicity-correlated beam asymmetries to a manageable level. Over the duration of data collection, the cumulative helicity-correlated asymmetries in the electron beam are 0.022 ppm in energy, 8 nm in position, and 4 nrad in angle.

The largest correction of $-0.130$ ppm is from the beam monitor that is predominantly sensitive to the helicity-correlated beam energy asymmetry. The systematic error in the correction is estimated by studying residual correlations of beam asymmetries with the responses of individual PMTs, in which sensitivity to the beam trajectory is enhanced by the division of the elastic peak over the detector segmentation. Compared to the individual detector segments, the sensitivities to various beam parameters are reduced by factors of 5–20 when averaged over the detector segments and over the left–right symmetric spectrometer arms.

The beam intensity asymmetry, integrated over the run and measured in two independent beam charge monitors, is $-2.6$ ppm. The average values measured by the two monitors are consistent within the electronic noise limit, estimated to be 0.03 ppm over the full data set. Dedicated calibration runs are used to place upper-limits on the relative non-linearity between the beam monitors and the detectors (< 0.2%) and the absolute non-linearity of the detector PMTs (< 1%), leading to a contribution to systematic uncertainty of 0.015 ppm.

A half-wave ($\lambda/2$) plate is periodically inserted into the laser optical path, passively reversing the sign of the electron beam polarization. Roughly equal statistics are thereby accumulated with opposite signs for the measured asymmetry, which suppresses many systematic effects. Fig. 1 shows $A_{raw}$ for all data, averaged over the 2 PMT channels in each spectrometer, grouped by $\lambda/2$-plate state and divided into 6 sequential samples. The observed fluctuations are consistent with purely statistical fluctuations around the average parity-violating asymmetry, shown on the plot with the expected sign flip due to half wave plate state, with a $\chi^2$ per degree of freedom of 1.0.

The physics asymmetry $A_{PV}$ is formed from $A_{raw}$ by correcting for beam polarization, backgrounds, and finite acceptance:

$$A_{PV} = \frac{K \left( A_{raw} - P_h \sum A_i f_i \right)}{P_b \left( 1 - \sum f_i \right)},$$

where $P_b$ is the beam polarization, $f_i$ are background fractions and $A_i$ the associated background asymmetries, and $K$ accounts for the range of kinematic acceptance.

![Fig. 1. $A_{raw}$ for all data, grouped by $\lambda/2$-plate state in 6 sequential data sets. The circles and squares represent the average of the 2 PMT channels in each spectrometer arm, and the line represents $A_{PV}$, averaged over the run and plotted with the appropriate sign for each half-wave plate state.](image-url)
The beam polarization measured by the Hall A Compton polarimeter [11] is determined to be $P_B = 0.813 ± 0.016$, averaged over the duration of the run. The result is consistent, within systematic uncertainties, with dedicated polarization measurements using Möller scattering in Hall A and Mott scattering in the low-energy injector.

Drift chambers are used to track individual events at the spectrometer focal plane during dedicated, low-current runs in the low-energy injector. The acceptance correction to account for the non-linear dependence of the asymmetry with $Q^2$ is computed, using a Monte Carlo simulation, to be $K = 0.976 ± 0.006$.

Largely due to the excellent hardware resolution of the spectrometers ($\delta p/p < 0.1\%$), the total dilution of the PMT response from all background sources is less than 1%. The largest contribution of 0.9% comes from the aluminum windows of the cryogenic target. The asymmetry of this background is assumed to be that of quasi-elastic scattering from aluminum, calculated as described in [12]. A relative uncertainty of 50% is assigned to this calculated asymmetry. The asymmetry of this background is of the same sign and similar magnitude to that of $A_{PV}$ from elastic scattering off hydrogen, which reduces its total contribution to the systematic uncertainty of this measurement.

While only elastically scattered electrons directly reach the detectors from the target, dedicated runs are used to estimate the contribution from charged particles which rescatter inside the spectrometers. Rates in the detectors are studied as the central spectrometer momentum is varied. Individual scattered electrons are tracked to determine the locations of rescattering in the spectrometer. From these studies, an upper limit on $A_{PV}$ due to possible rescattering from polarized iron or unpolarized material is determined to be 0.031 ppm.

The corrections are summarized in Table 1. After all corrections, the result at $Q^2 = 0.099$ GeV$^2$ is

$$A_{PV} = -1.14 ± 0.24^{(\text{stat})} ± 0.06^{(\text{syst})} \text{ ppm}. \quad (2)$$

### 4. Results and conclusions

The parity-violating asymmetry is given in the standard model by [3]:

$$A_{PV} = -\frac{G_F Q^2}{4\pi \alpha \sqrt{2}} \times \left\{ (1 + R^p_0)(1 - 4 \sin^2 \theta_W) \right.$$

$$\left. - (1 + R^p_0) e^{G^p_{\gamma p}} \frac{G^E_{\gamma n}}{G^E_{\gamma p}} + \tau \frac{G^p_{\gamma p} G^\gamma n_{\gamma}}{G^E_{\gamma p} G^E_{\gamma n}} \right.$$

$$\left. - (1 - R^0_{\gamma}) e^{G^p_{\gamma p}} \frac{G^E_{\gamma p}}{G^E_{\gamma n}} + \tau \frac{G^p_{\gamma p} G^0_{\gamma}}{G^E_{\gamma p} G^E_{\gamma n}} \right.$$

$$\left. - (1 - 4 \sin^2 \theta_W) \epsilon' \frac{G^p_{\gamma p}}{G^E_{\gamma p}} \frac{(G^E_{\gamma n})^2}{(G^E_{\gamma p})^2} \right.$$

$$\left. + \left( \sqrt{3} R^T_{\gamma} \right) \left( G^E_{\gamma p} \right)^2 \right\} \quad (3)$$

with

$$\tau = \frac{Q^2}{4M_p^2}, \quad \epsilon = \left[ 1 + 2(1 + \tau) \tan^2 \left( \frac{\theta_W}{2} \right) \right], \quad \text{and} \quad \epsilon' = \sqrt{\tau(1 + \tau)}(1 - \epsilon^2).$$

$G^{p(n)}_{\gamma E(M)}$ are the proton (neutron) electric (magnetic) form-factors, $G^T_{A(0)}$ is the isovector (isoscalar) proton axial form factor, $G$ is the Fermi constant, $\alpha$ is the fine structure constant, and $\theta_W$ is the electroweak mixing angle. All form factors are functions of $Q^2$. The $R_{p,A}$ factors parametrize the electroweak radiative corrections of the neutral weak current [3]. All the vector corrections [3] and the axial corrections [13] are calculated using the (MS) renormalization scheme; in this scheme $\sin^2 \theta_W \equiv \sin^2 \theta_W(M_Z) = 0.2312(15)$ [14]. Corrections due to purely electromagnetic radiative corrections are negligible due to the small momentum acceptance ($\delta p/p < 3\%$) and the spin independence of soft photon emission [15].

At the central kinematics $\epsilon = 0.994$, $\tau = 0.028$, and $\epsilon' = 0.018$. The values for the electromagnetic form factors $G^{p(n)}_{E(M)}$ are taken from a recently published phenomenological fit to world data at low $Q^2$ [16], with uncertainties in each value based on error bars of data near $Q^2 = 0.1$ GeV$^2$. The values (and relative uncertainty) used are: $G^E_{\gamma E} = 0.754 (2.5\%)$, $G^p_{\gamma p} = 2.144 (1.5\%)$, $G^0_{\gamma} = 0.035 (30.0\%)$, and $G^p_{\gamma n} = -1.447 (1.5\%)$. The contribution from axial form factors [17,18] is calculated, assuming a dipole form, to be $-0.026 ± 0.008$ ppm at these kinematics. Sensitivity to possible strange quark contributions to the axial form factor is neglected.

The theoretical value for the asymmetry is calculated at the central kinematics from Eq. (3), using the inputs detailed above and the assumption that strange quarks do not contribute ($G^s = 0$), to be $A_{PV}^{(s=0)} = -1.43 ± 0.11$ (FF) ppm where the error comes mainly from the uncertainty in $G^E_{\gamma n}$. Comparing $A_{PV}^{(s=0)}$ to our measured $A_{PV}$ we extract the value of the linear combination of strange form-factors to which this measurement is sensitive: $G^E_{\gamma n} + 0.080 G^p_{\gamma n} = 0.030 ± 0.025$ (stat) ± 0.006 (syst) ± 0.012 (FF) at $Q^2 = 0.099$ GeV$^2$.

This result is displayed in Fig. 2, along with three other published strange form factor measurements. Each of these measurements was carried out in a narrow $Q^2$ range of 0.09–0.11 GeV$^2$ such that combining them introduces no significant additional uncertainty. From the four measurements
shown in the figure, limits on $G_E^s$ and $G_M^s$ at $Q^2 \sim 0.1$ GeV$^2$ are extracted without any additional assumptions. The absence of theoretical guidance for the $Q^2$ dependence of the form factors precludes the use of published data from higher $Q^2$ for this fit. The 95% allowed contour from the combined fit is shown in Fig. 2. The best fit values are $G_E^s = -0.01 \pm 0.03$ and $G_M^s = +0.55 \pm 0.28$. While this fit favors positive values for $G_M^s$, the origin ($G_M^s = 0$) is still allowed at the 95% C.L. Fig. 2 also shows results from various theoretical calculations [19–25].

In conclusion, we report a precise measurement of $A_{PV}$ in elastic electron–proton scattering at $Q^2 = 0.099$ GeV$^2$ which has resulted in improved constraints on the strange form factors at $Q^2 \sim 0.1$ GeV$^2$. The HAPPEX measurements at $Q^2 \sim 0.1$ GeV$^2$ from both $^1$H and $^4$He targets will be improved by a factor of 2 to 3 in precision by additional data collected in late 2005. Given the currently allowed region in Fig. 2, such precision has the potential to dramatically impact our understanding of the role of strange quarks in the nucleon.
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