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ABSTRACT

We propose a reconstruction method for the phase retrieval problem prevalent in optics, crystallography, and other imaging applications. Our approach uses signal sparsity to provide robust reconstruction, even in the presence of outliers. Our method is multi-layered, involving multiple random initial conditions, convex majorization, variable splitting, and alternating directions method of multipliers (ADMM)-based implementation. Monte Carlo simulations demonstrate that our algorithm can correctly and robustly detect sparse signals from full and undersampled sets of squared-magnitude-only measurements, corrupted by additive noise or outliers.
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1. INTRODUCTION

In “phase retrieval,” [1, 2] we aim to reconstruct a length-N signal from \( M \leq N \) magnitude-only samples of a linear transform of that signal. The problem of recovering a signal from the intensity of its Fourier spectrum is prevalent in crystallography [3–5], optics [6], and coherent diffraction imaging [7,8]. Beyond lacking phase information, the measured magnitudes are often noisy in practice. However, noise and outliers pose substantial challenges for many existing methods.

Lacking phase information for the measurements, we require some assumptions, or prior information, to reconstruct the signal. A reasonable prior exploited broadly is signal sparsity: we assume that the signal can be represented by a small set of nonzero coefficients. While prominent earlier algorithms [9, 10] rely on oversampling, recent work use sparsity as prior information [11–14] or pose phase retrieval as a semidefinite programming problem [15–20]. Since phase retrieval is a nonconvex problem, global convergence usually is not guaranteed; therefore, in practice, multiple random initializations are often used to improve the solution.

Here, we investigate a phase retrieval approach based on optimization transfer [21–23]. Our algorithm uses a new convex majorizer for various nonconvex cost functions used in phase retrieval. Exploiting this flexibility, we choose a 1-norm penalty on the squared-magnitude measurements, providing robustness to outliers. We then develop an iterative algorithm for minimizing this majorizer using variable splitting and ADMM [24–27].

Section 2 describes the general problem. In Section 3, we derive a convex majorizer for the general problem and an ADMM algorithm for minimizing it in the sequel. Section 4 reports simulation results demonstrating the accuracy of our algorithm. We conclude with a discussion of these results and future work.

2. PROBLEM DESCRIPTION

Consider recovering a signal \( \mathbf{x} \in \mathbb{C}^N \) from a vector of magnitude measurements \( \mathbf{y} \in \mathbb{R}^M \), modeled as

\[
y_i = |(A\mathbf{x})_i|^q + n_i,
\]

where \( A \) denotes an arbitrary linear transform (e.g., the discrete Fourier transform (DFT)), \( |(A\mathbf{x})_i|^q \sum_{j=1}^N A_{ij}x_j, q \) is a positive integer (usually 1 or 2), and \( n_i \) is additive noise.

To recover \( \mathbf{x} \) from \( \mathbf{y} \), we assume \( \mathbf{x} \) is sparse: i.e., \( \mathbf{x} \) has only \( K \ll N \) nonzero values. Using the 1-norm \( \|\cdot\|_1 \), to promote sparsity, we estimate \( \mathbf{x} \) by minimizing the regularized cost function

\[
\Psi(\mathbf{x}) \triangleq \sum_{i=1}^M (h(|(A\mathbf{x})_i|; y_i)) + \beta \|\mathbf{x}\|_1,
\]

where \( h(t; y) \triangleq \|y - |t|^q\| \) is the absolute deviation for a single measurement \( y \), the positive integer \( p \) controls the type of data discrepancy, and the regularization parameter \( \beta > 0 \) is selected to balance the error and sparsity terms. When \( p = 2 \), the data discrepancy term becomes a least squares penalty consistent with a Gaussian noise model; here, we focus on the choice \( p = 1 \) to improve robustness to outliers.

In either case, \( \Psi(\mathbf{x}) \) is nonconvex. Thus, to solve (2), we derive a convex majorizer \( \Phi(\mathbf{x}; s) \) and use multiple random initial majorization points \( s \) to estimate \( \mathbf{x} \).

3. OPTIMIZATION TRANSFER ALGORITHM

Optimization transfer [21–23] employs a surrogate function, or majorizer, in place of a more difficult objective function. The surrogate function \( \Phi(\mathbf{x}; \mathbf{x}^{(n)}) \) should satisfy \( \Phi(\mathbf{x}; \mathbf{x}^{(n)}) \geq \Psi(\mathbf{x}), \forall \mathbf{x} \), with equality at \( \mathbf{x} = \mathbf{x}^{(n)} \). Solving \( \mathbf{x}^{(n+1)} = \arg\min_{\mathbf{x}} \Phi(\mathbf{x}; \mathbf{x}^{(n)}) \) for \( I_{\mathbf{x}} \) iterations yields a monotonically decreasing sequence \( \{\Psi(\mathbf{x}^{(n)})\} \) for the original objective function.

3.1. Constructing the Majorizer

We begin constructing our majorizer by examining the single prediction error function \( h(t; y) \), where \( t \in \mathbb{C} \), and \( y \in \mathbb{R} \). By definition,

\[
h(t; y) = \max\{h_+(t; y) = |t|^q - y, h_-(t; y) = y - |t|^q\}.
\]
Since \( h_+(t; y) \) is already convex, but \( h_-(t; y) \) is concave, we majorize \( h_-(t; y) \) using a tangent plane \( \phi_-(t; s; y) \) around \( s \in \mathbb{C}: \\
\phi_-(t; s; y) \overset{\Delta}{=} y - |s|^q - q|s|^{q-1} \text{Re}\{e^{-i\angle s}(t - s)\} \\
= y + (q - 1)|s|^q - q|s|^{q-1} \text{Re}\{e^{-i\angle s}t\}.
\]

When \( 0 < y \leq |s|^q \), we get a tighter majorizer by replacing \( s \) in (5) with \( y^{1/q}e^{i\angle s} \). The majorizer for \( h(t; y) \) is
\[
\phi(t; s, y) = \begin{cases} 
|t|^q - y, & y \leq 0, \\
\max\{|t|^q - y, y + (q - 1)|s|^q - q|s|^{q-1} \text{Re}\{e^{-i\angle s}t\}\}, & 0 \leq |s|^q < y, \\
\max\{|t|^q - y, qy^{(q-1)/q} |s|^{-q} \text{Re}\{e^{-i\angle s}t\}\}, & 0 < y \leq |s|^q.
\end{cases}
\]

The function \( h(t; y) \) plotted in Figure 1 is circularly symmetric and contains distinctly convex and nonconvex regions for \( y > 0 \). The majorizer also portrayed in this figure replaces the nonconvex region of \( h(t; y) \) by the plane \( \phi_-(t; s; y) \).

![Figure 1](image)

The data discrepancy \( h(t; y) \) (left) and majorizer \( \phi(t; s; y) \) (right) are plotted for complex \( t, y = 1, \) and \( s = 0.3 \).

The complete majorizer for \( \Psi(x) \) is then
\[
\Phi(x; s) = \sum_{i=1}^{M} \left( \phi(Ax_i; s_i, y_i) \right)^p + \beta \|x\|_1, 
\]
where \( s = Ax^{(n)} \). Using \( h_+(t; y) = -h_-(t; y) \), and \( h_-(t; y) \leq \phi_-(t; s; y) \), one can easily see:
1. \( h_+(t; y) \geq \phi_-(t; s; y) \) implies \( h_-(t; y) \geq |\phi_-(t; s; y)| \),
2. \( \phi_-(t; s; y) \geq h_+(t; y) \) implies \( \phi_-(t; s; y) \geq |h_+(t; y)| \),
3. \( \max\{h_+(t; y), |\phi_-(t; s; y)|\}^p = \\
\max\{h_+(t; y))^p, (\phi_-(t; s; y))^p\} \), for any positive \( p \).

### Algorithm 1 Optimization transfer for minimizing (2)

**Input:** \( s_0 \in \mathbb{C}^q, A \in \mathbb{C}^{M \times N}, y \in \mathbb{R}^M, \beta, \varepsilon_{ax}, \varepsilon_{ADMM} \in \mathbb{R}_+, \lambda, \lambda_{ADMM} \in \mathbb{N} \)

**Output:** \( \hat{x} \) - an approximate minimizer of (2)

**Initialization:** Set \( x^{(0)} = 0, s^{(0)} = s_0, f^{(0)} = \Psi(x^{(0)}) \)

**General Step:** Given \( s^{(n)} \), do
1. \( x^{(n+1)} = \text{ADMM}(x^{(n)}, s^{(n)}, A, y, \beta, \varepsilon_{AX}, \varepsilon_{ADMM}, \lambda_{ADMM}) \), which is specified in Algorithm 2, to solve (7).
2. \( s^{(n+1)} = Ax^{(n+1)} \)
3. \( f^{(n+1)} = \Psi(x^{(n+1)}) \)

**Stopping Rule:** STOP if \( f^{(n)} - f^{(n+1)} < \varepsilon_{ax} \), or \( n + 1 \geq \lambda \)

### 3.2. ADMM Algorithm

Minimizing (7) is challenging because each \( \phi(\cdot; s_i, y_i) \) term generally depends on the entire vector \( x \). We introduce the auxiliary variable \( u = Ax \) and write the augmented Lagrangian (AL)
\[
\sum_{i=1}^{M} \left[ \phi(u_i; s_i, y_i) \right]^p + \beta \|x\|_1 + \frac{\gamma}{2} \|u - Ax - b\|_2^2, 
\]
where \( b \) and \( \mu \) are the scaled dual vector and AL penalty parameter, respectively.

The alternating direction method of multipliers (ADMM) algorithm updates the primal variable \( x \), the auxiliary variable \( u \), and the scaled dual variable \( b \) separately and repeatedly, for \( I_{\text{ADMM}} \) iterations. The dual variable update \( b^{(n+1)} = b^{(n)} + (Ax^{(n+1)} - u^{(n+1)}) \) ensures we solve (7), with \( \mu \) in (8) held fixed. The other steps are performed as follows.

#### 3.2.1. Updating \( x \)

Holding \( u \) and \( b \) fixed, the optimization problem for \( x \) becomes
\[
x^{(n+1)} = \arg \min_{x} \beta \|x\|_1 + \frac{\gamma}{2} \|Ax - (u^{(n)} - b^{(n)})\|_2^2. 
\]

When \( A \) is left-unitary, such as a full DFT matrix, \( x^{(n+1)} = S_1(A'(u^{(n)} - b^{(n)}); \frac{\gamma}{2}) \), where
\[
S_1(x; \tau) = x(1 - \frac{1}{\tau}) \cdot 1_{\{\|x\| \geq \tau\}} 
\]
is the element-wise soft-thresholding shrinkage operator. Otherwise, numerous algorithms exist for solving (9), including IST [28,29] and its momentum-accelerated variant FISTA [30]. To approximate the optimal \( x^{(n+1)} \), we run several iterations of FISTA:

\[
x^{(j+1)} = S_1(x^{(j)} + \frac{\gamma}{2} A'(u^{(n)} - b^{(n)}); \frac{\gamma}{2}) \]

\[
f^{(j+1)} = \frac{1 + \sqrt{1 + 4f^{2}}} {2}. 
\]

\[
z^{(j+1)} = x^{(j+1)} + \frac{\gamma}{2} (x^{(j+1)} - x^{(j)}), 
\]

where \( f^{(0)} = 1, z^{(0)} = x^{(0)} \), and the curvature \( c \) satisfies \( cI \succeq \mu A' A \) for right-unitary \( A \), such as the undersampled DFT.

#### 3.2.2. Updating \( u \)

Holding \( x \) and \( b \) fixed, the \( u \)-update subproblem becomes additively separable, so each \( u_i \) can be updated independently:
\[
u_i^{(n+1)} = \arg \min_{u} \left[ \phi(u_i; s_i, y_i) \right]^p + \frac{\gamma}{2} \|u - d_i\|_2^2, 
\]
where \( d_i = \frac{\Delta}{\lambda} [Ax^{(n+1)} + b^{(n)}]_i \). For convenience, we drop the subscript in the following derivation.

When \( y > 0 \), assume \( |s|^q \leq y \); otherwise, replace \( s \) with \( y^{1/q}e^{i\angle s} \). Define \( f_1(u) = (h_a(u; y))^p + \eta \|u - d\|_2^2 \), and \( f_2(u) = (\phi_-(u; s, y))^p + \eta \|u - d\|_2^2 \), where \( \eta \Delta = \frac{\gamma}{2} \). Then, (14) is equivalent to the convex constrained problem
\[
u^{(n+1)} = \arg \min_{u \in \mathbb{C}} \min_{T \in \mathbb{R}} (f_1(u) - T) + \gamma_1 f_2(u) - T, 
\]
The Lagrangian of (15) is \( T + \gamma_1 f_1(u) - \gamma_2 f_2(u) - T \), where \( \gamma_1, \gamma_2 \geq 0 \) are Lagrange multipliers. Differentiating with respect to \( T \) yields \( \gamma_1 + \gamma_2 = 1 \). Thus, we have three cases to consider: (1)
\( \gamma_1 = 1, \gamma_2 = 0; (2) \gamma_1 = 0, \gamma_2 = 1; \) or (3) \( \gamma_1, \gamma_2 > 0. \) In the first case, the optimal \( u \) minimizes \( f_1(u) \); in the second, \( u \) minimizes \( f_2(u). \) In the third, by complementary slackness, \( f_1(u) = f_2(u) = T, \) so we minimize \( f_1(u) \) over the set of \( u \) where \( f_1(u) = f_2(u). \) When \( y \leq 0, \) the \( u \)-update simply minimizes \( f_1(u) \). What follows are derivations for each case when \( p = 1, q = 2. \)

1. Minimization of \( f_1(u) \). Completing the square, the objective function becomes \( (1 + \eta)u - \frac{1}{\eta}d^2 + (\frac{1}{\eta}d^2 - y). \) The minimizer is \( u_{(1)} = \frac{d}{1 + \eta}. \)

2. Minimization of \( f_2(u) \). Again, completing the square,

\[
\eta[u - e]^2 + (y + |s|^2 + \eta|d|^2 - \eta|e|^2),
\]

where \( e = \frac{d}{\eta} + d. \) The minimum is \( u_{(2)} = e. \)

3. Minimization of \( f_1(u) = f_2(u). \) These two functions are equal on the circle \( u + s|^2 = 2(y + |s|^2). \) Defining \( c_1 = \sqrt{2(y + |s|^2)}, \) and parameterizing this circle using the angle \( \theta, \) we minimize \( f_1(u) \) along the curve \( u(\theta) = c_1e^{i\theta} - s. \)Substituting and grouping the terms that do not contain \( \theta, \)

\[
f_1(u(\theta)) = c_2 - 2c_1Re\{((1 + \eta)s + \eta d)^* e^i\theta\},
\]

where \( c_2 = (1 + \eta)e^2 + |s|^2 + |\eta s + d|^2 - y. \) So, minimizing \( f_1(u(\theta)) \) is the same as maximizing \( \cos(\theta - \angle((1 + \eta)s + \eta d)) \), which is accomplished at \( \theta = \angle((1 + \eta)s + \eta d), \) leaving

\[
u_{(3)} = c_1e^{\angle((1 + n_1) + \eta d)} - s.
\]

If \( f_1(u_{(1)}) \geq f_2(u_{(2)}) \), then \( u_{(1)} \) is optimal; conversely, if \( f_2(u_{(2)}) \geq f_2(u_{(1)}) \), then \( u_{(2)} \) is optimal. If neither \( u_{(1)} \) nor \( u_{(2)} \) is optimal, then \( u_{(3)} \) is the solution.

Algorithm 2: ADMM for minimizing AL in (7)

**Input:** \( x_0 \in \mathbb{C}^N, s \in \mathbb{C}^M, A \in \mathbb{C}^{M \times N}, y \in \mathbb{C}^M, \beta, \mu, e_{\text{ADMM}} \in \mathbb{R}_{+}, I_{\text{ADMM}} \in \mathbb{N} \)

**Output:** \( \hat{x} \) - a minimizer of (7)

**Initialization:** Set \( x^{(0)} = x_0, u^{(0)} = A x_0, b^{(0)} = 0, f^{(0)} = \Phi(x_0; s) \)

**General Step:** Given \( x^{(n)}, u^{(n)}, b^{(n)}, \) calculate:

1. \( x^{(n+1)} = \arg \min \phi(x; u^{(n)} - b^{(n)}) \) such that \( \|x\|_1 \). The solution is given in Section 3.2.1.
2. FOR \( i = 1. . . M, \)
   \[
u_{(n+1)} = \arg \min \phi(u, s, y_i) + \|u - d_i\|^2, \text{ where } d_i = [Ax^{(n+1)} + b^{(n)}], \]

3. \( b^{(n+1)} = b^{(n)} + (Ax^{(n+1)} - u^{(n+1)}), \)
4. \( f^{(n+1)} = \Phi(x^{(n+1)}; s), \) \( r = \|Ax^{(n+1)} - u^{(n+1)}\|_2 \)

**Stopping Rule:** STOP if either \( f^{(n)} - f^{(n+1)} < e_{\text{ADMM}} \)

3.3. ADMM Parameter Selection

In theory, the AL penalty parameter \( \mu \) affects the rate of convergence, but not the converged result. However, since we run ADMM for a finite number of iterations, we must choose \( \mu \) appropriately to ensure both the majorizer objective \( \Phi(x; s) \) and the primal residual \( \|u^{(n+1)} - Ax^{(n+1)}\| \) are nearly minimized. We use an adaptive method, described in [27], for updating \( \mu \) that balances the primal residual and the dual residual \( \|\mu A(x^{(n+1)} - u^{(n)})\|. \) In our experiments, we start with \( \mu = 1, \) and double or halve \( \mu \) when the primal or dual residual exceeds ten times the other. More problem-specific techniques may yield faster convergence and will be the subject of further research.

4. SIMULATION RESULTS

Throughout the simulations that follow, we generate \( K \)-sparse signals with randomly chosen support and uniformly random magnitudes and phases for those complex nonzeros. Noise-free samples of these signals correspond to squared-magnitude measurements of the full or randomly undersampled unitary DFT. In some simulations, we add iid Gaussian noise or introduce a fixed number of random outliers. These outliers are fixed to twice the maximum measurement value. We initialize our algorithm with multiple random \( \beta_0, \) where each \( \beta_i \) has magnitude \( \max(0, y_i)^{1/4} \) and random phase uniformly distributed in \( [0, 2\pi). \) We run our main algorithm for at most \( I_{\text{ax}} = 10 \) outer iterations and \( I_{\text{ADMM}} = 50 \) inner iterations, with stopping criteria \( e_{\text{ax}} = e_{\text{ADMM}} = 10^{-10}. \) When \( M < N, \) we compute \( x^{(n+1)} \) using 5 iterations of PISTA [30].

To evaluate the recovered signal, the signal \( \hat{x} \) corresponding to the lowest \( \Psi(\hat{x}) \) among outputs from multiple initializers (our best guess of the global minimizer) is compared to the true signal. After thresholding to identify the support, we find the best match accounting for circular shifts, reversal, and constant phase offsets. For this problem, errors in the actual nonzero values are less important than support recovery, as these errors can be corrected later, having estimated accurately the support.

4.1. Sensitivity to \( \beta \)

To recover a sparse signal, one must appropriately set the regularization parameter \( \beta; \) generally, \( \hat{x} \) will have fewer nonzeros as \( \beta \) increases. We examine this relationship by simulating occurrences of correct support detection as a function of \( \beta \) for sparsity \( K \in \{3, 5, 6, 8\}. \) For 50 trials, we evaluate the outputs of the proposed method applied to noiseless (squared-magnitude) measurements of the full unitary DFT \((M = N = 128)\) and the randomly undersampled unitary DFT \((M = 64, N = 128)\) against the ground truth and report the percentage of correctly recovered supports. For each trial, we use 40 initializations and use \( \hat{x} \) with the smallest \( \Psi(\hat{x}) \) as our reconstructed signal.

![Fig. 2. The correct detection percentage varies with \( \beta \); the proposed method is used to recover randomly generated signals \((N = 128)\) with sparsities \( K \in \{3, 5, 6, 8\}\) from \( M = 128 \) (left) and \( M = 64 \) (right) noise-free DFT measurements.](image-url)
4.2. Correctness and Robustness

Using the optimized choices of $\beta$ determined previously for the noise-free case, we examine both the correctness and robustness of our proposed method. Consistent with previous experiments, our correctness measure corresponds to the probability of correct support recovery from the $x$ with smallest $\Psi(\hat{x})$. We define robustness as the fraction of initializations that yield reconstructions with the correct support. The gap between correctness and robustness characterizes the effect of nonconvexity on the support recovery. When robustness is much less than the probability of correctness, more initializations are needed to achieve the best possible results.

We run Monte Carlo simulations for 50 randomly generated signals with a given sparsity $K$, using $M$ DFT measurements and run our algorithm with 40 random initial choices of $s$. We repeat these simulations for various $K$ and $M$, for noise-free and noisy cases. Results for noise-free, white Gaussian noise (SNR = 40 dB), and two-outlier simulations are shown in Figures 3 and 4.

![Fig. 3. The correctness (left) and robustness (right) are empirically determined using randomly generated signals ($N = 128$) with varying sparsities $K$ from $M$ noise-free DFT measurements (50 trials per $(K, M)$ pair).](image)

In the noiseless case, we observe a trend of increasing correctness and robustness as $K$ decreases or $M$ increases. The larger the gap between correctness and robustness, we hypothesize more initializations are necessary to minimize the chances of not finding a global minimizer. When too few initializations are used (not shown), we observe that correctness declines for large $M$ and small $K$.

![Fig. 4. The correctness is determined using random signals ($N = 128$) with varying sparsities $K$ from $M$ DFT measurements with either additive white Gaussian noise (SNR = 40 dB) (left) or two randomly distributed outliers (right) (50 trials per $(K, M)$ pair).](image)

We observe similar performance in both noisy cases, regardless of whether the noise is Gaussian or heavy-tailed in nature. Our proposed method attains similar levels of correctness with 40 dB Gaussian noise or with two outliers (set to twice the maximum measurement value), with the same $\beta$’s as before in the fully sampled case ($M = N = 128$). However, more measurements are generally required for a given sparsity level to achieve a high detection fraction.

To demonstrate our algorithm’s correctness in a more realistic environment, we simulated an image composed of circular discs arranged to mimic the Star of David, similar to the image used in [31]. The ground truth and reconstruction from $N = 512 \times 512, M = N/2$ randomly undersampled measurements corrupted by 10 outliers are shown in Figure 5. A dictionary of disc translates were employed in the reconstruction.

![Ground Truth](image) ![M = N/2, 10 Outliers](image)

**Fig. 5.** The ground truth (left) and reconstruction (right) of the Star of David test image from undersampled ($M = N/2$) data corrupted by 10 outliers.

5. DISCUSSION AND CONCLUSION

The simulations demonstrate the effectiveness of the proposed method in terms of correct support recovery from magnitude-only measurements for a range of sparsities and undersampling factors, even in the presence of noise or outliers. However, the detection ability is highly dependent on appropriately choosing the regularization parameter $\beta$. Over- or under-regularization generally yields reconstructions without the desired sparse support. Automatic methods for choosing $\beta$ for this problem, akin to Monte Carlo SURE [32] or nonlinear generalized cross-validation [33, 34], would simplify practical use. This challenge is similar to choosing the sparsity $K$ for greedy sparse reconstruction methods like GESPAR [14]. Furthermore, the computational efficiency of this method is tied to the robustness measure of how likely a random initial condition is to yield the desired solution. While the per-iteration cost is similar to other iterative methods, a large number of iterations and initializations may be necessary for consistent support recovery. Our majorizer provides a convenient convex relaxation of the problem that may simplify the challenge of finding optimal initial conditions. This approach also generalizes to other separable convex regularizers beyond the 1-norm.

In future work, we plan to evaluate the proposed method against existing methods like GESPAR, extend the objective function (2) to analysis-form transform sparsity, compare different choices of $p$ and $q$, and investigate the aforementioned problems of automatic parameter selection and initialization of the majorizer.

To conclude, we proposed a novel phase retrieval method based on majorization, variable splitting, and ADMM. Through Monte Carlo trials, we demonstrated our method yields correct and robust reconstructions in a wide range of cases, and we evaluated the sensitivity to the regularization parameter $\beta$.
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