LOCALLY INNER AUTOMORPHISMS OF OPERATOR ALGEBRAS

DAVID SHERMAN

Abstract. In this paper an automorphism of a unital $C^*$-algebra is said to be locally inner if on any element it agrees with some inner automorphism. We make a fairly complete study of local innerness in von Neumann algebras, incorporating comparison with the pointwise innerness of Haagerup-Størmer. On some von Neumann algebras, including all with separable predual, a locally inner automorphism must be inner. But a transfinitely recursive construction demonstrates that this is not true in general. As an application, we show that the diagonal sum $(x, y) \mapsto (\begin{smallmatrix} x & 0 \\ 0 & y \end{smallmatrix})$ descends to a well-defined map on the automorphism orbits of a unital $C^*$-algebra if and only if all its automorphisms are locally inner.

“‘The inner truth is hidden — luckily, luckily. But I felt it all the same. . . .’” (Joseph Conrad, Heart of Darkness)

1. Introduction

In this paper we study the following concept.

Definition 1.1. Let $\theta$ be an automorphism of a unital $C^*$-algebra $\mathfrak{A}$. We say that $\theta$ is locally inner if for every $x \in \mathfrak{A}$, there is a unitary $u_x \in \mathfrak{A}$ such that $\theta(x) = u_xxu_x^*$. This usage of the term “locally inner” conflicts with some previous authors’, but it is entirely in keeping with current nomenclature. We explain this and make some basic observations in the rest of this introduction. Section 2 of the paper is devoted to locally inner automorphisms of von Neumann algebras; Section 3 explains how locally inner automorphisms are naturally related to diagonal sums. The last section consists of comments and open problems.

Let us first review our notation and terminology. For a complex Hilbert space $\mathfrak{H}$, we write $\mathcal{B}(\mathfrak{H})$ (resp. $\mathcal{K}(\mathfrak{H})$) for the algebra of bounded (resp. compact) linear operators on $\mathfrak{H}$. The Calkin algebra $\mathfrak{C}$ is the
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quotient $C^*$-algebra $B(\ell^2)/K(\ell^2)$. When not otherwise modified, $\mathfrak{A}$ stands for an arbitrary unital $C^*$-algebra, and $\mathcal{M}$ is an arbitrary von Neumann algebra; these need not be represented on Hilbert spaces. The algebra of $2 \times 2$ complex matrices is $M_2$, and its matrix units are $\{e_{ij}\}_{i,j=1,2}$. We write $U(\mathfrak{A})$ for the group of unitaries, $Z(\mathfrak{A})$ for the center, $\text{Aut}(\mathfrak{A})$ for the group of automorphisms, $\text{Inn}(\mathfrak{A})$ for the group of inner automorphisms, and $M_2(\mathfrak{A})$ for $M_2 \otimes \mathfrak{A}$. An automorphism which is not inner will sometimes be called outer, and “maximal abelian *-subalgebra” is abbreviated to MASA. The automorphism orbit of $x \in \mathfrak{A}$ is $\{\theta(x) \mid \theta \in \text{Aut}(\mathfrak{A})\}$. Throughout the paper “generate” should be understood in the von Neumann algebra sense whenever the ambient algebra is a von Neumann algebra; otherwise “generate” has its $C^*$-meaning. We denote the unitally included von Neumann subalgebra generated by a set or element as $W^*(\cdot)$. The free group on $n$ generators is $F_n$, and the von Neumann algebra generated by the left regular representation of a group $G$ is $L(G)$. On a II$_1$ factor with tracial state $\tau$, the $L^2$ topology is generated by the norm $\|x\|_2 = \tau(x^*x)^{1/2}$, and we will use the fact that it equals the strong topology on bounded sets (see for instance [Bl, Proposition III.2.2.17]).

In functional analysis the adjective “local” has many meanings, one of which is the following: a map has a property locally if, on any input, it agrees with a map that actually has the property. Much of the interest in this idea derives from influential work of Kadison ([K2]) and Larson-Sourour ([LS]), who each showed in 1990 that certain local properties must be global. Let us illustrate this with an explicit statement. A local derivation on a $C^*$-algebra $\mathfrak{A}$ is a linear map $T$ from $\mathfrak{A}$ to a Banach $\mathfrak{A}$-bimodule $X$ such that for every $a \in \mathfrak{A}$, there is a derivation $\delta_a : \mathfrak{A} \to X$ with $T(a) = \delta_a(a)$. Improving a theorem of Kadison, Johnson ([J]) showed that local derivations on $C^*$-algebras are derivations. If we specialize to the case where algebra and bimodule are the same von Neumann algebra $\mathcal{M}$, and use the fact that a derivation from $\mathcal{M}$ into itself must be inner ([K1, Sa]), we obtain the implication for linear maps $T : \mathcal{M} \to \mathcal{M},$

(1.1) $[(\forall x)(\exists d_x)(T(x) = d_xx - xd_x)] \Rightarrow [(\exists d)(\forall x)(T(x) = dx - xd)].$

The reader will observe the resemblance to a statement that a locally inner automorphism of $\mathcal{M}$ must be inner.

As given in Definition 1.1, locally inner automorphisms seem to be a new class. (The analogous concept in group theory has a long history. To avoid bombarding the reader with conflicting terminology, we postpone a sketch of this history to Section 4.3.) But outer locally inner automorphisms have made appearances in the operator algebra
literature, perhaps most notably in recent work of Phillips and Weaver ([PW]). They proved that the continuum hypothesis implies the existence of outer automorphisms of the Calkin algebra, and the automorphisms they display are locally inner by construction. The reader will of course find other examples in this paper, the simplest in Section 4.1.

Here is a useful reformulation: an automorphism is locally inner if, on any singly-generated subalgebra, it agrees with some inner automorphism. So when the algebra itself is singly-generated, “locally inner” is the same as “inner.” This actually goes a long way for von Neumann algebras. We remind the reader of the generator problem, which asks whether all von Neumann algebras with separable predual are singly-generated. Although open in general (in particular, for $L(F_3)$), it is known to have an affirmative answer for properly infinite algebras ([W, Theorem 2]) and type I algebras ([Pe]). Like the implication (1.1), this suggests that locally inner automorphisms of von Neumann algebras try very hard to be inner. In the next section we study the extent to which they succeed.

Unfortunately “locally inner” has already acquired other meanings in $C^*$-theory ([L] and later variations). Speaking in general terms, these refer to automorphisms which can be recovered by piecing together inner sub-automorphisms subordinate to a partition of unity on some topological space, typically the spectrum of the algebra. In a sense our locally inner automorphisms can be decomposed into inner pieces by a noncommutative partition of unity, i.e. singly-generated subalgebras. (See the proof of Proposition 2.4 for an illustration.) However, these pieces need not leave the subalgebras invariant.

In Section 3 we give an application in which locally inner automorphisms arise naturally. To motivate this, note that the usual direct sum of Hilbert space operators is “diagonal”:

$$(x_1 \in B(\mathcal{H}_1), x_2 \in B(\mathcal{H}_2)) \mapsto (\begin{pmatrix} x_1 & 0 \\ 0 & x_2 \end{pmatrix} \in B(\mathcal{H}_1 \oplus \mathcal{H}_2)).$$

Suppose we vary $x_1$ and $x_2$ to $y_1$ and $y_2$, respectively, by automorphisms of the ambient algebras. Since automorphisms of type I factors are inner, we must have unitaries $u_j \in B(\mathcal{H}_j)$ satisfying $y_j = u_j x_j u_j^*$ for $j = 1, 2$, and then

$$(y_1 \begin{pmatrix} 0 \\ y_2 \end{pmatrix} = (\begin{pmatrix} u_1 & 0 \\ 0 & u_2 \end{pmatrix})(\begin{pmatrix} x_1 & 0 \\ 0 & x_2 \end{pmatrix})(\begin{pmatrix} u_1 & 0 \\ 0 & u_2 \end{pmatrix})^*.$$

We therefore have a well-defined map on automorphism orbits,

$$(1.3) \quad ([x_1], [x_2]) \mapsto \left[\begin{pmatrix} x_1 & 0 \\ 0 & x_2 \end{pmatrix}\right].$$

Does (1.3) make sense in unital $C^*$-algebras other than $B(\mathcal{H})$? We make this more precise with
Definition 1.2. The diagonal sum in $\mathfrak{A}$ is the map

\begin{equation}
\mathfrak{A} \times \mathfrak{A} \rightarrow M_2(\mathfrak{A}), \quad (x, y) \mapsto \begin{pmatrix} x & 0 \\ 0 & y \end{pmatrix} \stackrel{\text{def}}{=} x \oplus dy.
\end{equation}

It is important that the output belong to $M_2(\mathfrak{A})$ and not $\mathfrak{A} \oplus \mathfrak{A}$. If we use the latter, the sum of automorphism orbits is always well-defined, even when $x$ and $y$ belong to different algebras. It turns out that (1.4) induces a well-defined map on the automorphism orbits of $\mathfrak{A}$ if and only if all automorphisms of $\mathfrak{A}$ are locally inner.

This investigation was motivated by our recent work in [S, Appendix], where isomorphism classes of operators in von Neumann algebras are amplified by cardinals and, more generally, appropriate coupling functions. The results here show that these amplifications do not typically arise as iterations of a diagonal sum.

2. Locally inner automorphisms of von Neumann algebras

The main goal of this section is to compare innerness and local innerness for automorphisms of von Neumann algebras. We will see that on many von Neumann algebras, including all with separable predual, a locally inner automorphism must be inner. But on a suitably large von Neumann algebra we are able to distinguish the two notions by a transfinitely recursive construction.

The predual version of local innerness has already been studied: Haagerup and Størmer ([HS1, HS2, HS4]) defined $\theta \in \text{Aut}(\mathcal{M})$ to be pointwise inner if for any normal state $\varphi \in \mathcal{M}_+^*$ there is a unitary $u_\varphi \in \mathcal{M}$ such that $\varphi \circ \theta = \varphi \circ \text{Ad}(u_\varphi)$. To distinguish this property from local innerness, consider an outer modular automorphism of a type III algebra with separable predual; since the algebra is singly-generated, the automorphism is not locally inner. On the other hand all modular automorphisms are pointwise inner ([HS1, Proposition 12.6]).

In this paragraph we discuss a semifinite algebra $\mathcal{M}$ with faithful normal semifinite trace $\tau$. Haagerup and Størmer showed ([HS2, Lemma 2.2]) that pointwise innerness of $\theta$ is equivalent to the condition: for every $h \in \mathcal{M}_+ \cap L^1(\mathcal{M}, \tau)$, there is a unitary $u_h \in \mathcal{M}$ satisfying $\theta(h) = u_h hu_h^*$. (Pointwise innerness on finite algebras thus guarantees an implementing unitary for any self-adjoint $h$, while local innerness gives an implementing unitary for any two self-adjoints simultaneously.) This makes it clear that

\begin{equation}
\text{inner} \Rightarrow \text{locally inner} \Rightarrow \text{pointwise inner}.
\end{equation}

Using a powerful result of Popa ([P3, Theorem 4.2]), Haagerup and Størmer also proved that when $\mathcal{M}$ has separable predual, pointwise
inner automorphisms are inner ([HS1, Proposition 12.5]), making all conditions of (2.1) equivalent.

Applying this result to the II$_1$ summand of an algebra with separable predual, and single-generator results to the complementary summand, we obtain

**Theorem 2.1.** On a von Neumann algebra with separable predual, locally inner automorphisms are inner.

Of course, if the generator problem is ever settled positively, Theorem 2.1 would become trivial.

We now turn to von Neumann algebras without separable predual, and we consider the converse implications to (2.1). We will see that both fail, even for II$_1$ factors.

Haagerup and Størmer constructed outer pointwise inner automorphisms of II$_1$ factors ([HS2, Theorem 6.2]). We can show that some (possibly all) of their examples fail to be locally inner. Perhaps taxing the reader’s patience for variations of “inner,” we explicitly recall that $\theta \in \text{Aut}(\mathcal{M})$ is approximately inner if

$$(\forall \varepsilon > 0)(\forall F \subset \text{finite})(\exists u \in \mathcal{U}(\mathcal{M}))(\max_{x \in F} \|uxu^* - \theta(x)\|_2 < \varepsilon).$$

**Proposition 2.2.** There exists an automorphism of a II$_1$ factor which is pointwise inner but not locally inner.

**Proof.** We briefly review the Haagerup-Størmer setup and refer the reader to [HS2, Theorem 6.2] for full details. Take a II$_1$ factor $\mathcal{M}$ with separable predual. Choose a free ultrafilter $\omega$ on $\mathbb{N}$, and form the tracial ultraproduct $\mathcal{M}^\omega$, which is also a II$_1$ factor. Finally take $\theta \in \text{Aut}(\mathcal{M})$, and let $\theta^\omega \in \text{Aut}(\mathcal{M}^\omega)$ be the induced automorphism. Haagerup and Størmer showed (1) $\theta^\omega$ is pointwise inner; (2) if $\theta^\omega$ is inner, then $\theta$ must be approximately inner. Choosing non-approximately inner $\theta$ then gives outer pointwise inner $\theta^\omega$.

Next we show that (3) if $\mathcal{M}$ has a generator and $\theta^\omega$ is locally inner, then $\theta$ must be approximately inner. Thus in the Haagerup-Størmer examples of the previous paragraph, $\theta^\omega$ is not locally inner, either – at least if we know that $\mathcal{M}$ is singly-generated. And sometimes we do: for example, take $\mathcal{M}$ to be $L(F_2)$ and $\theta$ to be the non-approximately inner automorphism induced by permuting the group generators ([D2, Exercice III.7.15]).

Here is the proof of (3). Let $y$ be a generator for $\mathcal{M}$, and let $\pi$ be the embedding of $\mathcal{M}$ in $\mathcal{M}^\omega$ as (cosets of) constant sequences. The local innerness of $\theta^\omega$, applied to $\pi(y)$, says that there is a unitary $U \in \mathcal{M}^\omega$ such that $\theta^\omega(\pi(y)) = U\pi(y)U^*$. Since $U$ has a representing sequence
of unitaries \((u_n)\), we have that
\[
\|u_n y u_n^* - \theta(y)\|_2 \to 0 \quad \text{as} \ n \to \omega.
\]
Clearly we can replace \(y\) in (2.3) by any polynomial in \(y\) and \(y^*\). By the strong density of these polynomials in \(W^*(y) = \mathcal{M}\) and use of the triangle inequality, it then follows that (2.3) is true for all elements of \(\mathcal{M}\).

Now suppose \(\varepsilon > 0\) and a finite set \(F \subset \mathcal{M}\) are given. For each \(x \in F\) there is an open neighborhood \(G_x\) of \(\omega\) in the Stone-\v{C}ech compactification \(\beta \mathbb{N}\) such that \(n \in G_x\) implies \(\|u_n x u_n^* - \theta(x)\|_2 < \varepsilon\). The finite intersection of the \(G_x\) is an open neighborhood of \(\omega\), in particular non-empty, and so contains an integer \(m\). Evidently \(\max_{x \in F} \|u_m x u_m^* - \theta(x)\|_2 < \varepsilon\) as desired. \(\Box\)

**Remark 2.3.** Here is the underlying point of the preceding paragraph. Any non-approximately inner automorphism has a witness \((\varepsilon, F)\) violating (2.2). When \(\mathcal{M}\) is singly-generated, we can always take \(F\) to consist of a single element (the generator). Are there any non-approximately inner automorphisms for which \(F\) must consist of at least two elements? This would be required to distinguish “locally inner” from “inner” by an example of Haagerup-Størmer type.

If the generator problem has a positive solution, then any non-approximately inner automorphism has a witness \((\varepsilon, F)\) in which \(F\) is a singleton, even when \(\mathcal{M}\) is not assumed to have separable predual. To see this, suppose \((\varepsilon, F)\) is a witness for \(\theta\). Set
\[
\mathcal{N} = W^*(\{\theta^n(x) \mid n \in \mathbb{Z}, x \in F\}) \subseteq \mathcal{M}.
\]
Note that \(\theta\) leaves \(\mathcal{N}\) invariant, and its restriction is apparently not approximately inner. But \(\mathcal{N}\) is countably generated, so by our assumption, it has a generator. This generator must witness the non-approximate innerness of \(\theta\).

To show that local innerness implies innerness in a specific algebra, one has to get some global control on an automorphism through its action on singly-generated subalgebras. This requires a certain type of “rigid” inclusion, and a prime example is the Popa result behind Theorem 2.1. There one finds a singly-generated MASA \(\mathcal{A}\) such that the automorphism is determined, up to conjugation by a unitary from \(\mathcal{A}\), by its action on \(\mathcal{A}\). One obstacle to a general application of this technique is that some large algebras like \(\mathcal{M}\) have no singly-generated MASAs at all ([P1, Proposition 4.3]). On the other hand, arbitrarily large free group factors have singly-generated MASAs with enough rigidity for the following
Proposition 2.4. On a free group factor with any (possibly uncountable) number of generators, a locally inner automorphism must be inner.

Proof. Let \( \{g_j\}_{j \in J} \) be the generators of the free group \( \mathbb{F}_J \), where \( J \) is an arbitrary index set. Writing \( \lambda_{g_j} \in L(\mathbb{F}_J) \) for the unitary on \( \ell^2(\mathbb{F}_J) \) which left-convolves with \( g_j \), set \( h_j = i \log(\lambda_{g_j}) \). So \( L(\mathbb{F}_J) \) is generated by the self-adjoint operators \( \{h_j\} \), and the subalgebras \( \mathcal{A}_j = W^*(h_j) \) are abelian, singular ([P2, Remark 6.3]), and free from each other. (Recall that an abelian subalgebra is singular if it contains its normalizer.)

Supposing that \( \theta \in \text{Aut}(L(\mathbb{F}_J)) \) is locally inner, we condense notation somewhat and write

\[
\theta(h_j + ih_k) = u_{jk}(h_j + ih_k)u_{jk}^*, \quad j, k \in J.
\]

Choose any three indices \( j, k, l \). By singularity,

\[
u_{jk}h_ju_{kl}^* = \theta(h_j) = u_{jl}h_ju_{jl}^* \Rightarrow \text{Ad}(u_{jk}^*u_{jl})(h_j) = h_j \Rightarrow u_{jk}^*u_{jl} \in \mathcal{A}_j.
\]

Consider the equation

\[
u_{jk}^*u_{kl} = (u_{jk}^*u_{jl})(u_{jl}^*u_{kl}).
\]

The left-hand side of (2.4) belongs to \( \mathcal{A}_k \), while the right-hand side belongs to \( \mathcal{A}_j \cdot \mathcal{A}_l \). By freeness \( \mathcal{A}_k \cap (\mathcal{A}_j \cdot \mathcal{A}_l) = \mathbb{C} \), so the quantity in (2.4) is a scalar. Looking again at the left-hand side, we now deduce \( \text{Ad}(u_{jk}) = \text{Ad}(u_{kl}) \). So for arbitrary \( l \), we have shown

\[
\theta(h_l) = \text{Ad}(u_{kl})(h_l) = \text{Ad}(u_{jk})(h_l).
\]

We conclude that \( \theta = \text{Ad}(u_{jk}) \).

The proof above is “cohomological”: the algebras \( W^*(h_j + ih_k) \) play the role of an open cover, with the unitaries \( u_{jk}^*u_{jl} \) as 1-cocycles. The argument has much in common with [L, Section 4].

The following construction was inspired by the Akemann-Weaver counterexample to Naimark’s problem ([AW]).

**Theorem 2.5.** There exists an automorphism of a II \(_1\) factor which is locally inner but not inner.

Proof. Our construction is transfinitely recursive. To each ordinal \( \alpha < \aleph_1 \) we will associate a hyperfinite II \(_1\) factor \( \mathcal{M}_\alpha \) with separable predual and distinguished self-adjoint unitary \( u_\alpha \). When \( \beta < \alpha \) we will require that

1. \( \mathcal{M}_\beta \subset \mathcal{M}_\alpha \) (unital inclusion),
2. \( \text{Ad}(u_\alpha) |_{\mathcal{M}_\beta} = \text{Ad}(u_\beta) |_{\mathcal{M}_\beta} \), and
3. there is no \( u \in U(\mathcal{M}_\beta) \) satisfying \( \text{Ad}(u) |_{\mathcal{M}_\alpha} = \text{Ad}(u_\alpha) |_{\mathcal{M}_\alpha} \).
Assuming momentarily that this has been done, we show how to complete the proof.

We first claim that the union $\mathcal{M} = \bigcup_{\alpha < \aleph_1} \mathcal{M}_\alpha$ is already a von Neumann algebra. Note that there is a unique tracial state on each $\mathcal{M}_\alpha$, so these must be coherent. The union of these traces defines a tracial state $\tau$ on $\mathcal{M}$, and the strong topology on the unit ball in the faithful GNS representation for $(\mathcal{M}, \tau)$ is determined by the $L^2$ norm. By the Kaplansky density theorem, $\mathcal{M}$ is a von Neumann algebra if and only if its norm-closed unit ball $\mathcal{M}$ is strongly complete, so it suffices to check $L^2$ completeness. This allows us, significantly, to work with sequences instead of arbitrary nets. So let $\{x_n\} \subset \mathcal{M}$ be contractions which are Cauchy in $L^2$. Each $x_n$ belongs to some $\mathcal{M}_{\alpha_n}$, and $\sup \alpha_n < \aleph_1$. It follows that the $x_n$ all belong to $\mathcal{M}_{\sup \alpha_n} \subset \mathcal{M}$ and have a strong limit there. This shows that $\mathcal{M}$ is a von Neumann algebra – in fact it is a $\text{II}_1$ factor, since it admits a unique tracial state.

Let $\theta$ be the automorphism of $\mathcal{M}$ such that $\theta(x) = u_\alpha xu^*_\alpha$ for $x \in \mathcal{M}_\alpha$. This is well-defined by (2), and evidently it is locally inner. But it is not inner, as any unitary belongs to some $\mathcal{M}_\alpha$ and then cannot implement $\theta$ on $\mathcal{M}_{\alpha+1}$ by (3).

We now construct the $(\mathcal{M}_\alpha, u_\alpha)$. Let $u_0$ be any self-adjoint unitary in $\mathcal{M}_0$, a hyperfinite $\text{II}_1$ factor with separable predual. If $\alpha$ is a successor ordinal, say $\alpha = \beta + 1$, set

$$\mathcal{M}_\alpha = \mathbb{M}_2 \otimes \mathcal{M}_\beta \supseteq \mathbb{C} \otimes \mathcal{M}_\beta = \mathcal{M}_\beta; \quad u_\alpha = \begin{pmatrix} 0 & 1 \\ 1 & 0 \end{pmatrix} \otimes u_\beta.$$ 

If $\alpha$ is a limit ordinal, first define $\mathcal{N}_\alpha$ to be the von Neumann algebra direct limit of $\{\mathcal{M}_\beta \mid \beta < \alpha\}$ with respect to the coherent trace, i.e. the strong closure in the GNS representation for $\bigcup_{\beta < \alpha} \mathcal{M}_\beta$ with respect to this trace. The automorphisms $\text{Ad}(u_\beta) \mid_{\mathcal{M}_\beta}$ agree on their common domains and so define a $\| \cdot \|_2$-continuous automorphism on $\bigcup_{\beta < \alpha} \mathcal{M}_\beta$ which extends to a period two automorphism $\sigma_\alpha$ of $\mathcal{N}_\alpha$. We enlarge the algebra so that $\sigma_\alpha$ can be implemented by a unitary. Set $\mathcal{M}_\alpha = \mathbb{M}_2(\mathcal{N}_\alpha)$, and choose the inclusion and unitary as follows:

$$\mathcal{N}_\alpha \ni x \mapsto \begin{pmatrix} 0 & \sigma_\alpha(x) \\ \sigma_\alpha(x) & 0 \end{pmatrix} \in \mathcal{M}_\alpha, \quad u_\alpha = \begin{pmatrix} 0 & 1 \sigma_\alpha \\ 1 \sigma_\alpha & 0 \end{pmatrix}.$$ 

It is straightforward to verify that the $(\mathcal{M}_\alpha, u_\alpha)$ have all the desired properties.

$\square$

Remark 2.6. For limit ordinals $\alpha$, the last construction is nothing other than

$$\mathcal{M}_\alpha = (\mathcal{N}_\alpha \rtimes_{\sigma_\alpha} \mathbb{Z}_2) \rtimes_{\hat{\sigma}_\alpha} \mathbb{Z}_2,$$

the isomorphism with $\mathbb{M}_2(\mathcal{N}_\alpha) \cong \mathcal{N}_\alpha \otimes \mathcal{B}(\ell^2(\mathbb{Z}_2))$ being a specific case of Takesaki duality ([T, Theorem 4.5]).
3. Diagonal sums

Widening our scope back to $C^*$-algebras, here we consider whether the diagonal sum (1.4) makes sense for automorphism orbits. For convenience some versions of the desired property are collected in an easy lemma. (To prove $(3) \rightarrow (2)$, apply $\text{id} \otimes \sigma^{-1}$ to $(\theta(x) \begin{smallmatrix} 0 \\ \sigma(y) \end{smallmatrix})$ and rename $\sigma^{-1} \circ \theta$ as $\theta$.)

**Lemma 3.1.** For a unital $C^*$-algebra $\mathcal{A}$, the following properties are equivalent:

1. there is a well-defined diagonal sum operation on automorphism orbits of operators in $\mathcal{A}$,
   
   $$([x], [y]) \mapsto [x \oplus_d y] \overset{\text{def}}{=} [x] \oplus_d [y];$$

2. for any $\theta, \sigma \in \text{Aut}(\mathcal{A})$ and $x, y \in \mathcal{A}$, there is $\gamma \in \text{Aut}(M_2(\mathcal{A}))$ with
   
   $$\gamma(\begin{smallmatrix} 0 & 0 \\ \sigma(x) & y \end{smallmatrix}) = (\begin{smallmatrix} \theta(x) & 0 \\ 0 & \sigma(y) \end{smallmatrix});$$

3. for any $\theta \in \text{Aut}(\mathcal{A})$ and $x, y \in \mathcal{A}$, there is $\gamma \in \text{Aut}(M_2(\mathcal{A}))$ with
   
   $$\gamma(\begin{smallmatrix} 0 & 0 \\ y & 0 \end{smallmatrix}) = (\begin{smallmatrix} \theta(x) & 0 \\ 0 & y \end{smallmatrix}).$$

The following lemma is straightforward.

**Lemma 3.2.** Let $\gamma$ be an automorphism of $M_2(\mathcal{A})$ which leaves $(\begin{smallmatrix} 0 & 0 \\ 0 & 1 \end{smallmatrix})$ invariant. Then there are $\sigma \in \text{Aut}(\mathcal{A})$ and $u \in U(\mathcal{A})$ such that

$$\gamma = \text{Ad}(\begin{smallmatrix} 0 & 0 \\ 0 & 1 \end{smallmatrix}) \circ (\text{id} \otimes \sigma).$$

**Proof.** Since $\gamma$ restricts to an automorphism of $(e_{22} \otimes 1)M_2(\mathcal{A})(e_{22} \otimes 1) \cong \mathcal{A}$, we may define $\sigma$ by

$$\gamma(\begin{smallmatrix} 0 & 0 \\ 0 & x \end{smallmatrix}) = (\begin{smallmatrix} 0 & 0 \\ 0 & \sigma(x) \end{smallmatrix}), \quad \forall x \in \mathcal{A}.$$

Notice

$$\gamma(\begin{smallmatrix} 0 & 1 \\ 0 & 0 \end{smallmatrix}) \gamma(\begin{smallmatrix} 0 & 1 \\ 0 & 0 \end{smallmatrix})^* = \gamma(\begin{smallmatrix} 1 & 0 \\ 0 & 0 \end{smallmatrix}) = (\begin{smallmatrix} 1 & 0 \\ 0 & 0 \end{smallmatrix}). \quad \gamma(\begin{smallmatrix} 0 & 1 \\ 0 & 0 \end{smallmatrix})^* \gamma(\begin{smallmatrix} 0 & 1 \\ 0 & 0 \end{smallmatrix}) = \gamma(\begin{smallmatrix} 0 & 0 \\ 0 & 1 \end{smallmatrix}) = (\begin{smallmatrix} 0 & 0 \\ 0 & 1 \end{smallmatrix}).$$

Thus $\gamma(\begin{smallmatrix} 0 & 1 \\ 0 & 0 \end{smallmatrix})$ is a partial isometry between $(\begin{smallmatrix} 1 & 0 \\ 0 & 0 \end{smallmatrix})$ and $(\begin{smallmatrix} 0 & 0 \\ 0 & 1 \end{smallmatrix})$, necessarily of the form $(\begin{smallmatrix} 0 & 0 \\ 0 & u \end{smallmatrix})$ for some unitary $u \in \mathcal{A}$.

It suffices to verify (3.1) on any element of the form $e_{ij} \otimes x$ ($x \in \mathcal{A}$, $i, j \in \{1, 2\}$), and this is straightforward algebra. For example,

$$\gamma(e_{11} \otimes x) = \gamma((e_{12} \otimes 1)(e_{22} \otimes x)(e_{21} \otimes 1)] = (e_{12} \otimes u)(e_{22} \otimes \sigma(x))(e_{21} \otimes u^*) = e_{11} \otimes u\sigma(x)u^* = [\text{Ad}(\begin{smallmatrix} u & 0 \\ 0 & 1 \end{smallmatrix}) \circ (\text{id} \otimes \sigma)](e_{11} \otimes x). \quad \square$$
We now analyze the consequences of the condition in Lemma 3.1(3) for an individual automorphism $\theta$.

**Theorem 3.3.** For an automorphism $\theta$ of a unital $C^*$-algebra $A$, the following conditions are equivalent:

1. for any $x, y \in A$, there is $\gamma \in \text{Aut}(M_2(A))$ such that
   \[ \gamma(\begin{pmatrix} x & 0 \\ 0 & y \end{pmatrix}) = (\theta(x) & 0 \\
   0 & y) ; \]

2. $\theta$ is locally inner.

**Proof.** The implication (2) $\implies$ (1) is easy: set $\gamma = \text{Ad}(u \begin{pmatrix} x & 0 \\ 0 & 1 \end{pmatrix})$.

Now suppose that $\theta$ satisfies (1). Choose $x \in A$; after rescaling we may assume $\|x\| < 1$. By hypothesis there is $\gamma \in \text{Aut}(A)$ such that
\[ \gamma(\begin{pmatrix} x & 0 \\ 0 & x+2 \end{pmatrix}) = (\theta(x) & 0 \\
   0 & x+2) . \]

The spectrum of $(\begin{pmatrix} 0 & 0 \\ 0 & x+2 \end{pmatrix})$ is the disjoint union of the spectra of $x$ and $x+2$, which are contained in open unit disks centered at 0 and 2 respectively. Let $f$ be a function, analytic on a neighborhood of the spectrum of $(\begin{pmatrix} 0 & 0 \\ 0 & x+2 \end{pmatrix})$, which is 0 on the spectrum of $x$ and 1 on the spectrum of $x+2$. By Riesz holomorphic functional calculus,
\[ \gamma(\begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}) = \gamma(f(\begin{pmatrix} x & 0 \\ 0 & x+2 \end{pmatrix})) = f(\gamma(\begin{pmatrix} x & 0 \\ 0 & x+2 \end{pmatrix})) = f(\begin{pmatrix} \theta(x) & 0 \\ 0 & x+2 \end{pmatrix}) = (\begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}) . \]

Lemma 3.2 locates $\sigma \in \text{Aut}(A)$ and $u \in U(A)$ such that $\gamma = \text{Ad}(u \begin{pmatrix} 0 & 0 \\ 0 & 1 \end{pmatrix}) \circ (\text{id} \otimes \sigma)$. We compute
\[ (\begin{pmatrix} \theta(x) & 0 \\ 0 & x+2 \end{pmatrix}) = \gamma(\begin{pmatrix} x & 0 \\ 0 & x+2 \end{pmatrix}) = (u\sigma(x)u^* & 0 \\
   0 & \sigma(x+2)) . \]

Equating the lower-right corners, we conclude that $\sigma(x) = x$. Equating the upper-left corners then gives $\theta(x) = u x u^*$ as required. \hfill $\square$

**Remark 3.4.** The proof shows that if the map $\gamma$ of Theorem 3.3(1) is not allowed to vary with $x$ and $y$, then $\theta$ must actually be inner.

**Corollary 3.5.** A unital $C^*$-algebra $A$ admits a diagonal sum on automorphism orbits (i.e., satisfies the conditions in Lemma 3.1) if and only if all automorphisms of $A$ are locally inner.

Pairing Theorem 2.1 with Corollary 3.5 produces

**Corollary 3.6.** Let $\mathcal{M}$ be a von Neumann algebra with separable predual. Then $\mathcal{M}$ admits a diagonal sum on automorphism orbits if and only if all automorphisms of $\mathcal{M}$ are inner.

**Corollary 3.7.** For von Neumann algebras with separable predual and well-defined type, we can say the following.

1. A type I algebra admits a diagonal sum on automorphism orbits if and only if it is a direct product of nonisomorphic factors.
(2) Some type II algebras admit a diagonal sum on automorphism orbits, and some do not.

(3) No type III algebra admits a diagonal sum on automorphism orbits.

Proof. (1) An automorphism fixes each type I \( k \) summand globally. Each of these has the form \( L^\infty(X_k, \mu_k) \otimes B(H_k) \) (\( \dim H_k = k \)) and possesses an outer automorphism exactly when \( L^\infty(X_k, \mu_k) \not\cong C \).

(2) Any von Neumann algebra of the form \( N \otimes A \), where \( N \) is type II and \( A \) is nontrivial abelian, admits an outer automorphism of the form \( \text{id} \otimes \sigma \). Moreover, outer automorphisms on II\(_1\) factors have been known since the 1950s ([D1, Remarque 1]; these first examples include the generator swap on \( L(\mathbb{F}_2) \) and specially constructed automorphisms of the hyperfinite II\(_1\) factor). The first type II algebra with no outer automorphisms was recently displayed in [IPP].

(3) Let \( \varphi \) be a faithful normal state on a type III algebra. For some \( t \in \mathbb{R} \), the modular automorphism \( \sigma_t^\varphi \) is outer ([C, Théorème 1.3.4(b)]).

\[ \square \]

What is the scope of Corollary 3.5? We have just discussed von Neumann algebras which lack outer automorphisms; in \( C^*\)-algebras there are also separable infinite-dimensional examples. (The only simple ones are of the form \( \mathcal{K}(H) \), but there are others – see [PW, Introduction].) One wants to know if local innerness really adds anything to the picture.

**Proposition 3.8.** There is a unital \( C^*\)-algebra on which all automorphisms are locally inner, but not all automorphisms are inner.

Proof. Let \( \{H_j\} \) be an uncountable set of nonisomorphic Hilbert spaces. Let \( \mathfrak{A} \subset \Pi_{j \in J} B(H_j) \) be the \( C^*\)-subalgebra which consists of sequences equaling some constant multiple of the identity off a countable set. (This is bigger than the unitization of the direct sum \( \Sigma_{j \in J} B(H_j) \), since we do not require any decay.)

Any \( \alpha \in \text{Aut}(\mathfrak{A}) \) permutes the minimal central projections. Since the \( B(H_j) \) summands are mutually nonisomorphic, this permutation must be trivial, so that \( \alpha \) fixes each \( B(H_j) \) globally. Therefore there are \( u_j \in \mathcal{U}(B(H_j)) \) such that \( \alpha = \text{Ad}((u_j)) \). (Here \( (u_j) \) may be viewed as an element of the multiplier algebra \( \Pi_{j \in J} B(H_j) \).) Now \( \alpha \) is only inner if countably many \( u_j \) are non-scalar, and this need not be the case. But \( \alpha \) must be locally inner: for any \( (x_j) \in \mathfrak{A} \),

\[ \alpha(x_j) = \text{Ad}((v_j))(x_j), \quad \text{where} \quad (v_j) \in \mathfrak{A}, \quad v_j = \begin{cases} u_j, & x_j \notin \mathbb{C} \\ 1, & \text{otherwise}. \end{cases} \]
4. Problems and comments

For von Neumann algebras our understanding of locally inner automorphisms is reasonably sharp, and the remaining gaps are mostly related to the generator problem. But for $C^*$-algebras the situation is less satisfactory. In this final section we discuss two aspects of our examples which might be improved, then briefly sketch the analogous results from group theory, and conclude with some comments on orbits and the connection to extension theory.

4.1. Minimizing cardinality. The reader has probably noticed that all our examples of outer locally inner automorphisms act on very large algebras. For von Neumann algebras we have shown that this is unavoidable (Theorem 2.1), and the construction in Theorem 2.5 is no bigger than it has to be. But for $C^*$-algebras the necessity is not clear.

Problem 4.1.

(1) Find a “minimal” $C^*$-algebra satisfying Proposition 3.8. Here “minimal” could refer to the cardinality of a dense subset or to the dimension of a Hilbert space on which the algebra is faithfully represented.

(2) Find a “minimal” $C^*$-algebra which admits an outer, locally inner automorphism.

To provide more context for Problem 4.1, we give some discussion of the exact sizes of our examples. Readers who have no interest in distinguishing uncountable cardinals may guiltlessly skip the next paragraph.

Recall the Phillips-Weaver result: assuming the continuum hypothesis, the Calkin algebra $\mathcal{C}$ admits an outer locally inner automorphism ([PW]). (Whether all automorphisms of $\mathcal{C}$ would be locally inner is left open. Farah ([Fa]) showed that in the absence of the continuum hypothesis, it is consistent with ZFC that all automorphisms of $\mathcal{C}$ are inner.) Now $\mathfrak{c} = 2^{\aleph_0}$ is the minimal cardinality of a dense set in $\mathcal{C}$, as well as the minimal dimension of a Hilbert space on which $\mathcal{C}$ is faithfully represented.\footnote{The size of a minimal dense set is readily deduced from the fact that $\mathcal{C}$ both contains $\mathcal{B}(\ell^2)$ and is a quotient of it. Concerning dimensions of representation spaces, the lower bound of $\mathfrak{c}$ results from the existence of $\mathfrak{c}$ nonzero pairwise orthogonal projections in $\mathcal{C}$, and a faithful representation with dimension $\mathfrak{c}$ was constructed in the original paper by Calkin ([Ca]). Calkin worked “with bare hands,” as his paper predates the Gelfand-Naimark article [GN] launching abstract $C^*$-algebra theory. In modern language one observes that the GNS construction for any singular state on $\mathcal{B}(\ell^2)$ gives rise to a faithful representation of $\mathcal{C}$ on a space of dimension $\mathfrak{c}$.} Even without assuming the continuum hypothesis, one can construct an outer locally inner automorphism on a $C^*$-algebra.
which is no bigger, as follows. Imitate the construction of Proposition 3.8, but let \( \{ H_j \} \) be a collection of \( \aleph_1 \) Hilbert spaces of dimension 2. The resulting algebra \( \mathfrak{A} \) admits an outer locally inner automorphism, for example \( \text{Ad}( (u_j) ) \) with all \( u_j = ( \begin{smallmatrix} 0 & 1 \\ 1 & 0 \end{smallmatrix} ) \). (It does not satisfy the condition of Proposition 3.8, since there are non-locally inner automorphisms which permute the summands.) One can check that \( c \) is the minimal cardinality of a dense set,\(^2\) and evidently \( \mathfrak{A} \) acts faithfully on a Hilbert space of dimension \( \aleph_1 \times 2 = \aleph_1 \).

Modulo the continuum hypothesis, then, Problem 4.1(2) can be quantitatively restated:

\[
\text{Must a locally inner automorphism of a separable } C^*-\text{algebra be inner?}
\]

### 4.2. \( n \)-local innerness

All our examples of locally inner automorphisms in fact have a stronger property: on any countable set of inputs, they agree with some inner automorphism. We call this \( \aleph_0 \)-local innerness, and generally write “\( n \)-local innerness” for the analogous notion corresponding to any cardinal \( n \). This follows usage from [Še], where a map is said to have a property \( 2 \)-locally if, on any two inputs, it agrees with a map that actually has the property. We have not seen higher cardinals in the literature, presumably because many basic properties – linearity, multiplicativity, the derivation identity, etc. – are 3-local by definition.

For cardinals \( m < n \), can we distinguish \( m \)-local innerness from \( n \)-local innerness? If \( n > \aleph_0 \), this can be done with an automorphism of a von Neumann algebra. For \( m \) finite, use Theorem 2.5; for \( m = \aleph_n \), just alter the construction of Theorem 2.5 by replacing \( \aleph_1 \) with \( \aleph_{n+1} \). (This relies on the regularity of the cardinal \( \aleph_{n+1} \) ([Je, Corollary 5.3]).) But if \( n \leq \aleph_0 \), it seems difficult to decide whether the terms are equivalent for von Neumann algebras. In particular, their disagreement would entail a negative solution to the generator problem. The issue may be more tractable in \( C^* \)-algebras, where “\( m \)-generated” and “\( n \)-generated” are different even for abelian algebras.

---

\(^2\)Make the following choices: a countably infinite set of indices, an element of a dense set in \( \mathbb{M}_2 \) for each of these indices, and a single element of a dense set of \( C \) for all the remaining indices. This can be done in \( \aleph_0^{\aleph_1} \times \aleph_0^{\aleph_0} \times \aleph_0 = \aleph \) ways; remove repetitions and unbounded sequences to get a dense set in \( \mathfrak{A} \). But \( \mathfrak{A} \) also contains \( \aleph_1^{\aleph_0} = \aleph \) projections in which \( \aleph_0 \) entries are the identity and the rest are zero. Since any two such projections are at distance one from each other, \( \aleph \) is also a lower bound for the cardinality of a dense set. (For basic facts on the arithmetic and combinatorics of infinite cardinals, the reader may see [Je, Chapter 5].)
Problem 4.2. Let $m < n \leq \aleph_0$. Is there an $m$-locally inner automorphism which is not $n$-locally inner?

4.3. Analogues in group theory. For several of the main ideas in the present article, the group theoretic analogue is ground run over long ago. Unfortunately the terminology is somewhat different from ours and not always consistent from paper to paper. As mentioned, here we have opted to follow the nomenclature from recent work in operator algebras. It seems worthwhile to give the main terms and a brief synopsis from the group theoretic side, focusing on results which resemble the problems posed in the previous two subsections.

A group automorphism is (most commonly) called class-preserving if it has the property that on any element it agrees with some inner automorphism. Already Burnside’s 1911 book ([B1, Note B]) asked if a class-preserving automorphism of a finite group must be inner; he answered his own question with a counterexample in 1913 ([B2]). By now several general methods have been developed for constructing counterexamples, and the order of the group has gotten as small as 32 ([Wa]). Interestingly, there is no counterexample in a finite simple group – this was shown by referring to the classification theorem and exhausting all possibilities ([FS, Theorem C]).

A group automorphism is (most commonly) called $n$-inner if on any set of fewer than $n$ elements, it agrees with some inner automorphism. For any $n$, there is a group automorphism which is $n$-inner but not $(n+1)$-inner, and the group may be taken finite when $n$ is finite ([N]). In older literature ([G]) $\aleph_0$-inner group automorphisms have been called locally inner.

4.4. Orbits and extensions. For any subgroup $\Pi < \text{Aut}(\mathfrak{A})$, one can define the $\Pi$-orbit of $x \in \mathfrak{A}$ as $\{\pi(x) \mid \pi \in \Pi\}$. If we also choose $\Pi' < \text{Aut}(\mathfrak{M}_2(\mathfrak{A}))$, we can ask whether the diagonal sum of $\Pi$-orbits is always well-defined as a $\Pi'$-orbit.

Theorem 3.3 tells us that the group of locally inner automorphisms is the largest allowable choice for $\Pi$, and just as in (1.2), this choice is acceptable as long as $\Pi'$ contains all automorphisms of the form $\text{Ad}(u_1^0 u_0^1)$. But the orbit of $x \in \mathfrak{A}$ under locally inner automorphisms is no different than its unitary orbit $\{uxu^* \mid u \in U(\mathfrak{A})\}$. So in any case, unitary orbits are the largest orbits which admit a diagonal sum.

Diagonal sums will be familiar to many readers from the theory of extensions, pioneered by Busby ([Bus]) and Brown-Douglas-Fillmore ([BDF1, BDF2]). In fact orbit considerations are in play there as well. We do not review the general setup here, specializing instead to the BDF theory covering extensions of $C(X)$ by $\mathcal{K}(\ell^2)$. 
The main objects, called Busby invariants, are *-homomorphisms from $C(X)$ to $\mathcal{C}$. One naturally considers equivalence classes which are orbits obtained by postcomposing with all elements from a group $\Pi < \text{Aut}(\mathcal{C})$. It is important that the diagonal sum of *-homomorphisms descend to a well-defined binary operation on $\Pi$-orbits; this creates a semigroup structure on classes of extensions (using $\mathbb{M}_2(\mathcal{C}) \simeq \mathcal{C}$). For “weak equivalence” one takes $\Pi$ to be the inner automorphisms of $\mathcal{C}$, while for “strong equivalence” $\Pi$ is the subgroup in which implementing unitaries are cosets of unitaries from $\mathcal{B}(\ell^2)$ . In [BDF2, Remark 1.6(ii)], the authors do raise other possibilities for $\Pi$, and they mention putative outer automorphisms of $\mathcal{C}$ which agree with an inner automorphism on any separable commutative subalgebra. Of course including them in $\Pi$ would give the same “weak equivalence” relation. (Phillips and Weaver explicitly point out that their outer automorphisms of $\mathcal{C}$, being $\aleph_0$-locally inner, have no consequences for extensions ([PW, Introduction]).) Fillmore also considers other choices for $\Pi$ in his development of the $\Pi_\infty$ theory of extensions ([F, Remark 1.3]), but he rejects them because “it is not clear that addition is well-defined.”

It would be interesting to know if unitary orbits of extensions are the largest orbits which admit a diagonal sum. This would mean that an appropriate version of local innerness (agreeing with an inner automorphism on the range of any *-homomorphism) is required from the members of $\Pi$.
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